LEHIGH | wtmee

UNIVERSITY Services

The Preserve: Lehigh Library Digital Collections

Adopting an Ecological Approach to
Misinformation: Understanding the
Broader Scope and Impacts of

Misinformation on Online
Communities

Citation

Aghajari, Zhila. Adopting an FEcological Approach to Misinformation: Understand-
ing the Broader Scope and Impacts of Misinformation on Online Communities. 2025,
https://preserve.lehigh.edu/lehigh-scholarship/graduate-publications-the
ses-dissertations/theses-dissertations/adopting.

Find more at https://preserve.lehigh.edu/

This document is brought to you for free and open access by Lehigh Preserve. It has been accepted for
inclusion by an authorized administrator of Lehigh Preserve. For more information, please contact
preserve@lehigh.edu.


https://preserve.lehigh.edu/lehigh-scholarship/graduate-publications-theses-dissertations/theses-dissertations/adopting
https://preserve.lehigh.edu/lehigh-scholarship/graduate-publications-theses-dissertations/theses-dissertations/adopting
https://preserve.lehigh.edu/
mailto:preserve@lehigh.edu

Adopting an Ecological Approach to Misinformation:
Understanding the Broader Scope and Impacts of
Misinformation on Online Communities

Zhila Aghajari

Presented to the Graduate and Research Committee
of Lehigh University
in Candidacy for the Degree of
Doctor of Philosophy
in

Computer Science

Lehigh University
May 2025



(©)2025 Copyright
Zhila Aghajari

ii



Dissertation Signature Sheet

Approved and recommended for acceptance as a dissertation in partial fulfillment of the

requirements for the degree of Doctor of Philosophy.

Date

Dissertation Advisor

Committee Members:

Eric P. S. Baumer, Committee Chair

Dominic DiFranzo

Brian Davison

Su Lin Blodgett

iii



Acknowledgments

The journey of completing my PhD and this dissertation would not have been possible
without the incredible support and mentorship of many individuals. First and foremost,
I am grateful to my advisor, Eric Baumer. Eric, thank you for your belief in me and the
trust you placed in my ability to pursue research directions that I am passionate about.
Your support, mentorship, and guidance have been invaluable throughout my entire PhD.
Your unique approach to advising has fostered significant personal and intellectual growth
in me, and the lessons I learned from you will undoubtedly extend far beyond my doctoral
program. I am also deeply thankful to Dominic DiFranzo for his continued mentorship and
the insightful advice that helped my research to shape and to grow. Being part of your
lab was an amazing experience, and I truly appreciate all the collaborations we explored
together. Thank you to Brian Davison for the insightful comments, and thoughtful questions
that significantly helped clarify key concepts in my dissertation. Brian’s perspectives were
particularly helpful in navigating some of the more complex aspects of my work, and I am
grateful for that. I thank Su Lin Blodgett, for being such a positive mentor. Su Lin, your
contributions to my work and your mentorship throughout my PhD were so important to me.
I learned so much from our conversations. I am also grateful to the my peers in the HCSC
lab at Lehigh University for their support and valuable feedback on my work. I am specially
thankful of my lab mates, Amin, Chase, Lillian, and Asiyah, for their contributions to my
research. To my parents, Shirin and Feridoun, and my siblings, your unwavering support
and encouragement have been the very foundation of my journey, empowering me and
instilling a deep sense of pride throughout my journey. Finally, and above all, to Amin, my

love, my friend, and my mentor, I am profoundly grateful for you. You have been my rock

v



every single day of this PhD journey. Your encouragement at every step, your celebration
of every achievement, and your comfort through every difficulty, all delivered with your
beautiful smile and positive spirit, meant the world to me. Sharing this entire journey with

you has been incredible, and I am so proud of everything we have accomplished together.



Table of Contents

[Acknowledgments| iv
[List_of Tables xi
[List of Figures| xii
[Abstractl 1
1__Introductionl 3
2 Rewi 8 : Add NSioT onl 10
2.1 Introduction and Motivations . . . . . . . . . .. ... .. 10
2.2 Methodsl . . . . . . . 11
2.2.1  The Review Process| . . . ... ... ... .. ... ... ....... 12

B3 Resullal. . . . . o o 18
2.3.1 Factors about the Contentl. . . . . . ... ... ... ... ...... 18

2.3.2 Factors about the Sourcel . . . . . . ... ... ... ... ... 24

2.3.3 Factors about the Individual Used . . . . .. ... ... ... .... 27

[2.3.4  Factors about the Community|] . .. ... .. ... ... ... .... 35

[2.3.5  Discussion: Consequences that arise from an individualistic focus on |
addressing misinformation| . . . . . . ... ..o 39

[2.3.6  Assumptions| . . . . . ... Lo 40

2.3.7 Blindspots . . ... ... .. ... 42

[2.3.8  Summary| . . . ... e e 44

vi



[3 Misinformation Impacts on Perceived Social Norms| 47
[3.1 Introduction and Motivations| . . . . . . . .. ... o 0oL 48
13.2  Related Work on Social Norms and Their Roles on Response to Conspirato- |

[ mal Content and Related Misinformationl. . . . . ... ... ... ... ... 51

[3.2.1  Social Norms: A key Mechanism that Impacts Individuals” Behavior] 51
13.2.2  The Role of Perceived Norms on Individuals’ Response to Conspira- |

L torial Content and Related Misinformationl . . ... ... ... ... 53
[3.3  Mechanisms of Perceiving a Community’s Norms in an Online Context|. . . 54
[3.4  From Perceived Norms to Broader Perceptions about a Community in an |

[ Online Contextl . . . . . . . . . . . . . 56

3.4.1 Perceived Norms and Social Tolerancel . . . . . . . ... ... .. .. 56
[3.4.2 Perceived Norms and Iiscalated Behaviorsl . . . . ... ... ... .. 57
[3.4.3  Perceived Norms and Perceived Escalated Behaviors Beyond a Com- |
MUnIty|. . . . . o oo e 58

[3.4.4  Perceived Norms and Perceived Beliefs in other Conspiracy Theories| 59

[3.5  Methods and Experiments| . . . . . . ... ... ... ... ... ... 60
3.6  Simulation-based Experiment| . . . . ... ... 0000000 61
[3.6.1  EatSnap.Love - Social Media Platform for Experimental Social Media |

[ otudiesl . . . .. 61
3.6.2 Procedurel . . . . . ... 62
[3.6.3  Recruitment and Participants| . . . . . .. ... ... ... L. 63
3.6.4  Experimental Design|. . . . . . .. ... ... o000 64
[B.6.5 Measured . ... ... . 65
[3.6.6 Data Analysigl. . . . . . . . . ... 69
BO7Z Resultd . .. ... ... 71

B7 Discussionl . . . . . ... 76
[3.8 Broader Implications| . . . . . . ... ... .. ... ... .. 78
13.8.1  Implications for Designing Platforms for Online Communities| . . . . 78

vii



13.8.2  TImplications for Designing Policies and Governance for Online Com-

[ MUNItIes] . . . . .. e e e e e 80
(3.9 Contributions and Future Work Directionsl. . . . . .. ... ... ... ... 81

[4 Developing a Computational Technique to Explore Framing| 83
|4.1  Introduction and Motivations: Framing as a Conceptual Framework to Take |

| an Ecological Approach to Misinformation| . . . . . . . . .. ... ... ... 83
4.2 Linguistic Attributes Relevant to Framing Language] . . . . . . . . ... .. 86
421 Word Choicel . . . ... ... 86

[4.2.2  Latent Themes (i.e., topics)| . . . . . . ... ... ... ... ..... 88

[4.2.3  Grammatical Relationships| . . . . . .. ... .. .. ... 89

4.3 Model Designs for Framing| . . . . . ... ... ... ... ... .. ... . 90
[4.3.1 The Latent Dirichlet Allocation Model (i.e., LDA)| . . . .. ... .. 90

[4.3.2  The Latent Dirichlet Allocation Grammatical-Relationship Model (i.e., |
LDA-GR)| . . . . . 91

[4.3.3  The Linked Latent Theta Role Model (i.e., LLTR)[ . . . . . ... .. 93

M3 Dafal. . . . o oo 97

4.4  The Evaluation Approach| . . . . . . ... ... ... ... ... ... 98
[4.4.1 Participants:| . . . . . . ... 100

[4.4.2  Phase 1: Engaging with the models and assessing them in a survey |

study|] . . .. 101

|4.4.3  Phase 2: Qualitative Model Assessment in a Follow-up Semi-structured |
Interview Study|] . . . . . . .. 104

4.4.4  Interactive Interface for Human-Subject Model Evaluation|. . . . . . 105

445 FEvaluation Resultsl . . . . .. ... ... o000 106

4.5 Contribution and Future Work Directionsl . . . . . .. ... ... ... ... 127

[> The Entanglement of Misinformation with Framing Processes 130
b1 Introduction and Motivations| . . . . . . . ... ... oL oL 130
5.2 Methods and Experiments| . . . . . . ... ... ... 0. 132

viii



[5.2.1  Study Design: Examining the Interplay between Misinformation and |

| Framing Processes, as Evidenced in Community Responses to Main- |

[ stream News Medial . . . . . . . . . . ... ... 132

9.2.2  Creating the Corpus| . . . . . . . . . ... ... ... 133

[5.2.3  Analyzing Framing by Synthesizing Framing Evidence Across Topics| 135

[5.2.4  Identifying Framings Within Individual Sources|. . . . . . . . . . .. 137
[5.2.5  Cross-Source Comparison of Framing Processes| . . . . . . . ... .. 138
B3 Resultd. . . . . . o oo 139
[5.3.1  Topics Captured using Linked Latent Theta Role] . . . . . . . .. .. 140
5.3.2  Framings of the Pandemic in Mainstream News Media| . . . 142
[5.3.3  Framings of the pandemic in the r/science subreddit| . . . . . 148
0.3.4 Tragedy| . . . . . . . . . . e 148

[5.3.5  Ditterences in Framings Evidenced in Frequent Topic Terms and their |

| Co-occurrence Terms Across Sub-Corpora: [llustrative Examples| . . 156

[5.4.1  Framing Evolutions in Responses to News Media Framing of the |

COVID-19 Pandemic: Reinforcing, Revising, and Rejecting] . . . . . 159

[5.4.2 Implications|. . . . . . . . . ... 163

0.5 Contributions and Future Work Directions/. . . . . .. ... ... ... ... 165
6__Conclusion and Overall Contributions| 168
6.1 Researchers: Conceiving of Misinformation as a Societal Phenomenon| . . . 169

[6.1.1 Community Responses: A Key element for Understanding Community- |

[ Oriented Misinformation in Online Contextsl. . . . . . . . . ... .. 172

6.2  Social Media Designer, and Community Moderators| . . . . ... ... ... 174

16.2.1  Entanglement of Framing and Misinformation: A Pathway for Adopt- |

ing an Ecological Approach to Misintformation as a Societal Phenomenon|174

[6.2.2  Community-Driven Interventions: Empowering Community Members |

| to Mitigate Broader Impacts of Misinformation| . . . . . . .. .. .. 182

Bibliography] 187

X



231



List of Tables

R.1

List of Papers in Intervention Corpora Categorized Based on The Driver ot

19

[z

Comparison of the LDA, LDA-GR, and LLTR models in terms of context, clarity,

confidence, and curve. The LLTR model provided the most diverse and intercon-

nected contexts, enhancing the clarity of framing evidence and resulting in the high-

est confidence in model results, thereby participant’s highest confidence in their own

framing analysis. However, LLTR requires the steepest learning curve.| . . . . . .

124

lo.1

Topic 1, the spread of the COVID-19 virus. Note: this table only present part of

this topic, to give an overview of the results, while ensuring concision.|. . . . . . .

141

59

Topic 2, the origin of the COVID-19 virus. Note: this table only presents part of

this topic, to give an overview of the results, while ensuring concision.|. . . . . . .

141

0.9

Topic 3, the officials reposes to the pandemic. Note: this table only presents part of

this topic, to give an overview of the results, while ensuring concision. | . . . . . .

142

lo.4

"Topic 4, focused on opinion around COVID-19 vaccines. This topic emerged mostly

based on discussions around the COVID-19 news, and less in the original news.

Note: this table only presents part of this topic, to give an overview of the results,

while ensuring concision.| . . . . . . . . .. L L.

xi

143



List of Figures

p1

An overview of the review process. The number of papers examined and retained

by search iteration is shown in the boxes.| . . . . . . . . .. ... ... ... ..

13

22

a) Facebook uses third-party fact-checkers to mitigate the spread of misinforma-

tion (Tsaac, |2016)). b) Facebook suggests related-articles to provide additional infor-

mation on articles with low credibility (Constine, [2017). . . . . . . . . . .. . ..

2.3

The figure shows deplatforming of @QrealDonaldTrump account, which occurred on

January 8th, 2021. Twitter announced the account due to the risk of further incite-

ment of violence (Twitter.,2021).] . . . . . . . . ... ...

34

BI

We hypothesize that the prevalence of conspiratorial content (e.g., anti-vaccine con-

tent), the response of community members to such content, and the community’s

established rules impact different types of perceived norms (i.e., descriptive, injunc-

tive, and subjective), as well as broader perceptions about the community (e.g.,

social tolerance, escalated behaviors, and beliefs in other conspiracy theories). | . .

60

B2

Figures (a) and (b) show two examples of posts with anti-vaccine content. Figure

(a) shows examples of community members’ responses to anti-vaccine content with

opposition, and figure (b) shows examples of responses to anti-vaccine content with

support. Figure (¢) shows a screenshot of the community’s established rules, that is

displayed on the participants’ news feed during the experiment.| . . . . . . . . ..

66

3.9

Examples of posts that show escalated behaviors regarding anti-vaccine behaviors

(i.e., protesting to fight against vaccinations, and spreading a message to support

an anti-vaccine movement). . . . . . ... L 0oL Lo oL

xii

67



0.4

The SEM results show that, of the community elements tested, both the prevalence ot

content and the community’s response to such content had a strong effect on ditterent

types of perceived norms, as well as perceptions around social tolerance of anti-

vaccine behaviors. These norms perceptions and perceptions around social tolerance

in turn lead to broader perceptions about the community, such as expectations

about escalated behaviors both within and outside the community, and perceptions

of beliefs in other conspiracy theories.| . . . . . . . . . .. .. ... ... ....

70

[3-5

The effect of prevalence of anti-vaccine content, and the community members’ re-

sponse to anti-vaccine posts on perceived A) descriptive, B) injunctive, and C) sub-

jective norms about anti-vaccine behaviors. Greater values indicate perceptions of

of the screenshot study, community’s response mitigates, but does not completely

eliminate, the effect of prevalence on norm perception.|. . . . . . . . . . . .. ..

A1

The graphic model for latent Dirichlet allocation, LDA (Blei, 2012). There are K

topics () k', wherein topic ()gis a distribution over vocabulary of all words in the

corpus. 04 is the topic probability for topic £ in the document d. Finally, z4, is

the topic assignment for the nth word in the document d.| . . . . . . . . . . . ..

)

The plate diagram for the LDA-GR model| . . . . . ... ... ... ... ...

4.3

The plate diagram for the LLI'R model.| . . . . . .. ... ... ... ... ...

91
92
94

!

A screenshot of the LDA model’s intertace, which includes topic terms, their proba-

bility, and the example document in which they appear. Note: this screenshot only

presents part of the topic, to give an overview of the the model components, while

ensuring concision.| . . . . . . . . . L L L L L e e

106

4.5

A screenshot of the LDA-GR model’s interface, which includes topic terms, their

probability scores, the grammatical relationship in which they appear, and the ex-

ample documents of the appearance of each topic term in its associated grammatical

relationship within the corpus. Note that this screenshot only presents part of the

results, to give an overview of the the model” components, while ensuring concision.| 107

xiii



|4.6

Screenshot of the LLTR model interface, including topic terms, their probability,

a set of co-occurring terms for each topic term, and example documents in which

each topic term appears with its co-occurring terms. Note that this screenshot only

presents part of the results, to give an overview of the the model’ components, while

ensuring Concision. . . . . . . . . L. oL 107
[5.1  r/science community mainly reinforces the framings from news media, and in one |
case revise the original framing. However, the r/conspiracy community more often |
rejects the news media framing and offer their own framing of the pandemic.] . . . 160

Xiv



Abstract

Misinformation plays a significant role in people’s lives. While numerous interventions are
designed to address misinformation and its impacts, these interventions primarily focus on
addressing individual pieces of false and misleading content. This dissertation argues that
such individualistic focus on misinformation de-emphasizes and draws attention away from
the broader scope and impacts of misinformation. Instead, it advocates for conceiving of
misinformation as a broad societal phenomenon that transcends any isolated, individual
pieces of false or misleading content. This perspective to misinformation, in particular,
emphasizes the crucial role of community-oriented mechanisms in the broader scope and
impacts of misinformation, which are often under-looked in individualistic approaches to
misinformation. Therefore, to study the broader scope of misinformation, and to account for
the community-oriented mechanisms involved in this phenomenon, this dissertation takes an
ecological approach to misinformation. Specifically, in an experimental setting, it demon-
strates how false and misleading content, and community responses to such content, together
contribute to the way misinformation influences perceptions about social norms within on-
line communities, underscoring the way misinformation impacts online communities beyond
misleading their members about any individual pieces of content. To examine the interplay
between false and misleading content, and community responses in authentic online interac-
tions in an observational setting, it then embraces the concept of framing from sociological
research, and demonstrates how these elements and the interplay between them together
contribute to the shifts in the way people come to understand the world’s events, again
impacting online communities beyond misleading their individual members about any indi-

vidual pieces of content. The approach taken in this dissertation serves as an example that



can inform how future research might adopt an ecological approach to misinformation, and
further expand knowledge about the broader scope and impacts of this phenomenon. This
dissertation concludes by outlining the implications that it offers for researchers to study
misinformation’s broader scope, for community moderators to expand their moderation
practices beyond individual content moderation, and for social media designers to leverage
the role of community members in addressing the broader impacts of misinformation on

how their communities run and evolve.



Chapter 1

Introduction

Misinformation has significant consequences, including political, economic, and social ones.

Examples include the effects of misinformation on the US 2016 and 2020 presidential elec-

tions (Swire et al., 2017a; |Allcott and Gentzkow, 2017; Bovet and Makse| |2019; Penny-|

lcook and Rand|, 2021}, |Chen et al., [2021), its impacts on India’s economy during the 2019

coronavirus disease outbreaks (fak, 2020), and its impacts on attitudes toward COVID-19

vaccines (Puri et al., [2020; Tasnim et al., 2020; Loomba et al., 2021; Enders et al., 2020).

In several cases, online misinformation even inspired violent attacks in physical interac-

tions (e.g., Raol 2021} bbc, [2018]).

Numerous interventions have been designed to address misinformation and its impacts

(e.g., fact-checkers, signaling credibility of the content, signaling credibility of the source

of content, or providing more perspectives on the content) (e.g., [Facebook, [2020; |Asso-|

cciatedPress, |2021; ?; Bhuiyan et al., [2021a)). Despite the progress made in addressing

misinformation, it is clearly still an ongoing and critical challenge (Lazer et al., 2018} [2017)).

Part of the challenge involves conceptualizing what constitutes misinformation. Some

researchers define misinformation as “false or misleading information” (Lazer et al., |2018;

Wardle et al., [2018]). Some others describe misinformation as “a claim that contradicts or

distorts common understanding of verifiable facts” (Guess and Lyons, 2020). Both these

definitions implicitly treat misinformation as individual pieces of content. While addressing
pieces of false and misleading content is important, the full scope of the problem exceeds

the bounds of such definitions. For example, the prevalence of false and misleading content



could create an information space in which individuals become skeptical of all claims, even
the ones that are true, leading to a breakdown in trust in information space, in science, and
in authorities (Lewandowsky et al., [2017, 2012).

Alternatively, we could conceive of misinformation as a broad phenomenon that tran-
scends any individual piece of false or misleading content. In this view, misinformation is not
an isolated phenomenon. Rather, it exists within a broader information ecosystem. That
ecosystem involves a mixture of factually false statements, misleading content (regardless
of their posters’ intentions), true statements, as well as people’s subjective discussions and
opinions about various events. All of these elements and their interplay together contribute
to people’s views of the world’s events, and impact their reactions to those events and the
corresponding misinformation. For example, during the COVID-19 pandemic, people en-
countered a mixture of truthful, misleading, and uncertain content, in addition to personal
opinions and experiences of other individuals. These elements are all part of misinforma-
tion about the COVID-19 pandemic and impacted how people viewed the pandemic and
responded to its various aspects (e.g., masking, social distancing, vaccination, stress, and
anxieties involved with the situation).

The impacts of misinformation could similarly extend beyond misleading individuals
about a single piece of content. For example, misinformation contributes to broad societal
issues such as the spread of distrust in science, and vaccine hesitancy (Bicchieri et al.,
2021} |bos, [2022; orevi¢ et al., [2021)). These broad impacts of misinformation on society
are arguably not the results of any single piece of untrue content. Instead, these effects
also pertain to social factors surrounding such content, such as how people discuss these
pieces of content and construct understanding related to these issues. Thus, to address
misinformation and its broad impacts, it may be useful to incorporate approaches that
extend beyond simply identifying and correcting individual pieces of untrue content. Put
concisely, it may be beneficial to adopt an ecological perspective on the phenomenon
of misinformation that considers the various elements within the information ecosystem
and their influence on individuals’ interpretation of and response to events. Such a compre-
hensive perspective may enable us to offer different strategies for approaching the problem

of misinformation and its various aspects (Aghajari, |2023).



The concept of framing is a conceptual framework that allows us to take an ecological
approach to the phenomenon of misinformation. While this concept is studied in different
fields — from political communication (Froehlich and Riidiger, 2006; [Scheufele, [2000; Iyen-
garl 1996), to psychology (Quattrone and Tverskyl |1988), to sociology (Goffman, 1974)),
to behavioral economics (Kahneman and Tversky, 1984) — this dissertation embraces a
definition of framing from sociological research (Gamson, 1989; [Scheufele, 1999} Benford
and Snow, [2000; [Druckman) 2001). Specifically, it treats framing as a dynamic set of pro-
cesses by which people interpret and make sense of events around them and construct their
understanding of those events. Within this sociological paradigm, processes of framing
involve many aspects of interpretation and meaning making, including how people define
problems, diagnose causes, make moral judgments related to those problems, and suggest
remedies (Entman, 1993; |Gamson and Modigliani, [1989)). Understanding these functions
that framing performs gives insights into how people interpret and view an event and re-
spond to its surrounding aspects. In this way, examining framing processes may enable
us to account for the broader scope of the information ecosystem wherein individuals en-
counter false and misleading content. Therefore, it may allow us to expand our vision of
misinformation beyond individual pieces of content.

To account for the broader scope of misinformation, this dissertation, therefore, adopts
an ecological approach to misinformation and expands understanding of this phenomenon
and its impacts beyond pieces of false and misleading content. To do so, it first conducts
a systematic literature review of prior work on countermeasures to address misinforma-
tion (Chapter [2). This review (published in the proceeding of CSCW 2023 (Aghajari
et al., 2023Db)), examines how these prior approaches account for factors that are involved
in the phenomenon of misinformation and contribute to its impacts. It argues that prior
approaches primarily focus on the pieces of content when addressing misinformation. As
a result, they fall short in accounting for the other factors that are involved in the phe-
nomenon of misinformation, such as the community-oriented factors that contribute to the
spread and impacts of misinformation. Overlooking the interplay between false and mis-
leading information and other elements in the information ecosystem that are involved in

the phenomenon of misinformation can result in disregarding the impacts of misinformation



at the community level. This chapter concludes by highlighting the importance of consider-
ing community-oriented aspects of misinformation to effectively address the broader scope
of misinformation and its systematic impacts.

To account for these community-oriented aspects, Chapter [3]examines the significant role
of perceived norms as a factor that contributes to the spread and impact of misinformation
at the community level (Colliander, 2019; [And1 and Akessonl, |2020; \Gimpel et al., 2021} |Koo
et al., [2021)). Given that there is less known about the mechanisms by which norms are
perceived norms in this context, this chapter uses an experimental approach to investigate
such potential mechanisms. Key findings show that the prevalence of false and misleading
content, as well as the response of community members to such content, influence perceived
norms and broader expectations about the community, including what the community as
a whole might accept, and whether and how behaviors regarding misinformation might
escalate within the community. In addition, the findings suggest that the response of
community members to false and misleading content can mitigate the effects of such content
on the perceptions about a community and its norms. Thus, Chapter [3| provides insights
into the significant role of community response to misinformation on the way misinformation
has its impacts. In addition, it also discusses implications for design around community
response to address the broad impacts of misinformation (published in the proceeding of
CHI 2023 (Aghajari et al., 2023a)).

However, such an approach may fall short in fully embracing the ecological perspective
advocated here. While experimental methods are effective at isolating individual causal
relationships, they may not fully account for interplay of false and misleading and the
way online communities discuss and respond to an event. However, as mentioned earlier,
adopting an ecological approach to addressing misinformation requires accounting for such
complexities, including the nuances in community response and the interplay between false
and misleading content with community response within the broader information ecosystem.
To achieve this goal, this dissertation leverages the concept of framing, as explained above.

In order to examine framing with a dynamic, processual orientation, it may be advan-
tageous to employ computational methods. Such techniques have the potential to account

for some of the complexities across a wide, diverse information ecosystem. However, prior



computational work on framing focuses primarily on labeling specific frames per se (e.g.,
Baumer et al 2015} (Card et al., 2016|), rather than analyzing framing as a set of dynamic
processes involved in meaning constructions. Therefore, in Chapter [4] this dissertation takes
a computational approach, and develops three models to test out and identify framing lan-
guage. It examines the utility of these proposed models using a human-subject study, and
evaluates how the patterns identified in the proposed models might be in line with what
researchers look for when analyzing the framing processes. The results demonstrates the
novel computational model designed and developed in this dissertation effectively provides
evidence of framing language, and facilitates examining framing processes at wide, diverse
information ecosystem.

In developing and evaluating these models, this dissertation focuses on the COVID-
19 pandemic as a testbed. Indeed, the COVID-19 pandemic is a current, major health
crisis, wherein misinformation is a dominant concern (Loomba et al., 2021; Rocha et al.,
2021; |Rosenberg et al., 2020; |Roozenbeek et al., 2020). Given the relationship between
misinformation and framing articulated above, it is crucial to understand how people frame
this pandemic. In addition, studying the COVID-19 pandemic and its surrounding events
is valuable in terms of providing an understanding of how to communicate aspects of future
such events that unfold in real-time, and how to address the phenomenon of misinformation
related to similar emerging events.

Next, Chapter [5| utilizes the computational techniques developed in Chapter [4] to inves-
tigate the relationships between the processes of framing and the phenomenon of misinfor-
mation. Leveraging the developed computational techniques, this dissertation explores the
interplay between the prevalence of false and misleading content and framing processes in
online communities. Specifically, it examines whether and how the prevalence of false and
misleading content might play a role in the wider changes in how a community perceives
and interprets world events, including the way they frame different events, and the way
they respond to framing presented by other sources around those events, either implicitly
or explicitly. To do so, it focuses on the COVID-19 pandemic, and investigate the processes
of framing in two communities where false and misleading content is less or more prominent,

specifically, the r/science and r/conspiracy communities on the Reddit platform. It analyzes



the differences between how these communities frame this event in response to the framing
of the same event in the news media articles. Through these analyses, this dissertation in-
vestigates how these communities collectively reinforce, revise, or in some cases completely
reject the framing of official news governments while discussing an event and constructing
understandings about it.

The findings of this chapter demonstrate that r/science more often reinforces, and in
some case revises framings from news media. However, r/conspiracy, a polar opposite of
r/science community in terms of prevalence of false and misleading content (Phadke et al.,
2022)), more often significantly revises or completely rejects news media framings of the
pandemic. The conducted analysis in this study contributes to the broader understanding
of misinformation, and its role in the way online communities interpret events, and how mis-
information as a societal phenomenon contributes to the community-level effects in terms of
shifts in the processes of meaning construction. In addition to providing empirical evidence
to the broader scope of misinformation, the approach taken in this chapter provides a con-
crete example to study misinformation with an ecological approach, serving as a pathway
for future research to attend to the broader scope and impacts of misinformation.

To reiterate, this dissertation argues for conceiving of misinformation as a broad phe-
nomenon that transcends any individual piece of content. It suggests that adopting this
stance and moving beyond an individualistic focus on misinformation allows us to under-
stand the broader scope of the problem. In particular, it demonstrates how misinformation
shapes the broader impressions about a community, thereby contributes to the significant
community level impacts. In addition, it examines how false and misleading content could
become entangled in the processes of meaning constructions (i.e., framing), and the ways
individuals and communities respond to an event. In this way, this dissertation highlights
how taking an ecological approach to misinformation can expand our understanding of this
phenomenon, and its broad impacts, from shaping perceptions about online communities
to influencing the processes by which communities interpret and understand the world’s
events and respond to them. Such a comprehensive understanding of misinformation may
enable us to offer different strategies for approaching the problem of misinformation and its

extensive ramifications.



This dissertation concludes by offering important implications for researchers, commu-
nity moderators, and social media designers, and discuss. Specifically, it discuss how the
approach taken in this dissertation towards studying misinformation as a societal approach
and using an ecological perspective can enable these stakeholders to better understand the
broader scope of misinformation and to incorporate this understanding into the design of

interventions to address broader scope and impacts of misinformation (Chapter @



Chapter 2

Review of Interventions to Address

Misinformation

2.1 Introduction and Motivations

Despite the development of various techniques to address misinformation (i.e., fact-checkers,
signaling credibility of the content, signaling credibility of the source of content, and provid-
ing more perspectives on the content) (e.g., Facebook, 2020; |AssociatedPress, 2021; Face-
bookNewsroom,, [2017; Bhuiyan et al., 2021a)), misinformation is still a persistent problem
with significant impacts across various domains of society. To identify strategies for inter-
ventions that maybe under explored, this chapter examines how prior work that are designed
to address misinformation define and scope this phenomenon. More precisely, it examines
how prior work that aims to address misinformation and its impacts accounts for the un-
derlying factors that are involved in the phenomenon of misinformation and contribute to
its impacts.

To do so, this chapter conducts a two-stage review process, following standard practices
in literature review methodology (Okoli, [2015)). First, it reviews interventions designed
to address misinformation. Second, after examining the citations within those papers, this
review describes the underlying mechanisms that drive responses to misinformation. Next, it

analyzes these two collection of papers to examine how the various underlying mechanisms
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are operationalized and implemented in the reviewed interventions that are designed to
address misinformation.

This chapter highlights how prior work to address misinformation embodies an individ-
ualistic focus on misinformation and highlights the consequences that arise from such an
individualistic focus. In particular, it emphasizes the ways this individualistic perspective
towards addressing misinformation draws attentions away from the systemic nature and im-
pacts of this phenomenon. Therefore, it suggests that future work should expand its vision
beyond this individualistic focus to misinformation and adopt an ecological standpoint in
understanding the broader scope of this phenomenon and addressing it. Furthermore, it
outlines how community-oriented factors can be leveraged to inform the design of interven-

tions aimed at addressing the broad impacts of misinformation.

2.2 Methods

To identify under-explored strategies for misinformation interventions, this chapter reviews
existing interventions, as well as the various drivers of misinformation those interventions
leverage. To conduct this review, it employs the guidelines for a systematic literature
review provided by |Okoli (2015). This section provides a high level of the review process.
For the detailed descriptions, please refer to the paper titled “Reviewing Interventions
to Address Misinformation: The Need to Expand Our Vision Beyond an Individualistic
Focus” |Aghajari et al. (2023b)).

Following |Okoli| (2015)), this chapter first clarifies the purpose of the literature review.
Specifically, it focuses on interventions for addressing misinformation, which it defines as
false or misleading information that has the potential to deceive people, regardless of the in-
tentions of the actor who spreads it. This definition draws on and synthesizes aspects from
a variety of prior definitions. Lazer et al. (2018, p. 1094) define misinformation as “false
or misleading information”, and disinformation refers to “false information that is purpose-
fully spread to deceive people” (emphasis added). Similarly, Wardle et al. (2018) refer to
misinformation as false or misleading information that the person spreading it believes is

true, and defines disinformation as false information that the person disseminating it knows
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is false. Both Lazer et al. (2018) and Wardle et al.| (2018) emphasize the deliberateness of
disseminating false information to distinguish disinformation from misinformation.

In contrast, Starbird et al. (2019)) argue that disinformation is a form of information
operation, and they emphasize that disinformation aims to undermine the integrity of the
information space, and overwhelm individuals to make sense of information. According
to [Starbird et al.| (2019)), therefore, disinformation is broader than a single piece of infor-
mation, and is rather a collaborative work of

Rather than make a clear distinction between misinformation and disinformation, this
dissertation’s definition of misinformation combines elements from each of these prior def-
initions. Noting the difficulty in determining intent behind content, our definition makes
no strong claim about the poster’s intent to deceive (or lack thereof) (cf. Wardle et al.,
2018)). This approach enables us to include both interventions that do and that do not
attempt to infer the poster’s intent, making this review more inclusive. At the same time,
the proposed definition in this dissertation draws on the insight from Starbird et al.| (2019)
that the phenomena surrounding misinformation and its effects often transcends any single
piece of content. This stance enables this review to include both interventions that attempt
to address larger, coordinated campaigns (e.g., Facebookl, 2018} twi, 2018, 2019), and in-
terventions that are geared toward individual actors or pieces of content(e.g., |[Jahanbakhsh
et al., [2021; |Bhuiyan et al., 2021a)). While this approach reviews interventions designed to
address the spread of misinformation with different intentions under the same category, it

helps analyze the broader landscape of interventions around misinformation.

2.2.1 The Review Process

Following|Okoli| (2015)), this study uses the above scope to formulate a set of steps to conduct
this review. This subsection briefly overviews the review process.

Based on the goal of mapping existing interventions and identifying under-explored
approaches, this review process started by collecting intervention papers (resulted in 67
papers in the intervention corpus). This corpus of interventions is used to identify various
factors and mechanisms that act as drivers of misinformation (resulted in 84 papers in the

drivers of misinformation corpus). These individual mechanisms and factors were induc-
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tively analyzed and thematically categorized. These categories of drivers provided a means
of analyzing the corpus of interventions to address misinformation.

After collecting relevant research for our review, following the guideline by Okoli (2015)),
the papers are read for the purpose of the planned analysis. Specifically, aiming to map
the interventions to the drivers of misinformation, the analysis are began by investigating
the papers on the drivers of misinformation. The goal was to collect all the drivers of
misinformation that were identified in prior work and to recognize patterns that might exist
within those factors. Therefore, a thematic, inductive analysis analysis is conducted (Braun
and Clarkel 2006), looking for patterns, similarities, and trends in terms of the ways that
these papers conceptualized the various mechanisms, entities, and factors that might drive
misinformation.

Figure[2.1| summarizes this review process. It includes the number of papers identified or
retained at each step, as well as the relationships among the different steps. The following

sections describe each step in greater details.

Build Intervention Corpus Identify the Drivers Analyze Drivers of Misinformation

Initial Search
(Search on PACMHCI and SIGCHI Using
Misinformation as Search term)
467 papers : :
* : : Initial Search of Drivers of
: Misinformation
: H— et
Application of Inclusion Criteria : (based on Intervention Corpus) H H Analysis and Categorization
(Manual Collection of Intervention Papers) 39 pgpers : H (G'm)lrlping similar gDriVers of
19 papers : H Misinformation)
¥ : H
v Reference Search of Retained Papers in
Reference Search of Retained Papers in Pr::l::;j\:ep v
Previous Ste : i . o S .
48 papers P : : . H H Categories of drivers of misinformation
s : - _l_ i : (4 categories)
,|, Literature on the Drivers of Misinformation : H
: 84 papers
Intervention Corpus
67 papers

Apply the categories of drivers of
misinformation on the Intervention corpus

Analyze Interventions

Figure 2.1: An overview of the review process. The number of papers examined and retained by
search iteration is shown in the boxes.
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2.2.1.1 Build the Intervention Corpus

This section describes the steps we took based on (Okoli (2015)’s guideline to build the

intervention corpus, and overviews the intervention corpus obtained from this step.

2.2.1.1.1 [Initial Search. For our initial literature search, we used a search of the ACM
Digital Library to collect papers. We searched papers published in PACMHCI and in
conferences and journals where SIGCHI is a sponsor or co-sponsor. This library was chosen
as our initial database because one of the key elements of our literature scope is investigating
how the CSCW community and the broader SIGCHI community approach misinformation
and design interventions to address this phenomenon. This initial literature search helps to
ensure a comprehensive coverage of the relevant literature in SIGCHI community.

We used the search term “misinformation” to search for any papers that included the
word “misinformation” anywhere in the paper. We used a single search term (i.e., mis-
information) since we were specifically interested in the phenomena of misinformation (as
apposed to “disinformation” and “fake news,” both of which prior work distinguishes from
“misinformation” (Wardle et al., 2018} Lazer et al., [2018; [Starbird et al., 2019; jmis, 2022])).
Other prior reviews have similarly conducted their search processes around very constrained
search terms (e.g., Kim et al., 2021; Brynjarsdottir et al., 2012; DiSalvo et al., [2010; |Baumer
et al., 2014; Boehner et al.,|2007)) as this approach helps to focus exactly on the phenomenon

of interest and to exclude other related but dissimilar phenomena.

2.2.1.1.2 Application of Inclusion Criteria. In the resulting papers, we looked at
the title and the abstract of each paper to identify the papers that met the following inclusion

criteria:

e The paper was a peer-reviewed published work.

e The paper presented an intervention to address the spread or impacts of misinforma-
tion, or the paper investigated the efficacy of already existing interventions to combat

misinformation.
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e The intervention in the paper focused primarily on influencing the response to mis-
information (e.g., when reading the news) rather than influencing the creation of

misinformation (e.g., by a news reporter).

If the title and abstract were not clear enough about whether or not the paper focused
on an intervention, we read the paper in more detail. To do so, we looked at the introduction
and methods sections of the paper.

Papers that did not match these criteria were excluded. Specifically, while we included
approaches that aimed at helping online users identify misinformation, we excluded the
various methods that were aiming at improving classifiers to detect misinformation. In
addition, extended abstract and working papers were excluded from our corpus, partly
because it would have been resource-intensive to analyze that many papers, and partly
because they did not always contain enough information for our analysis. Given the goal of
this work (i.e., identifying under explored interventions), our review was not bound within
any particular years to ensure that all the explored interventions in this community are

covered in our review.

2.2.1.1.3 Reference search of papers identified in previous step. Following the
guidelines from |Okoli (2015)), for each paper we went through the reference list to conduct
a second pass of search. That is, we included in the review the intervention approaches
that were cited by these resulting papers, but were not included in PACMHCI or SIGCHI
proceedings. References that seemed relevant (i.e., the papers which include an intervention
to address misinformation or investigated the efficacy of such interventions), were selected
based on the title and the abstract of the papers.

Next, we repeated the process of going through the references and seeking the relevant
papers until we reached a stage of saturation (i.e., where there were no more new publica-
tions being added to the corpus). Each interaction resulted in fewer relevant manuscripts
and more cross-reference within the already found publications. Prior research noted such
a systematic approach of paper seeking to be very effective at constructing a corpus of

publications that are related to the same theme (Kitchenham and Charters, 2007)).
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2.2.1.1.4 Overview of Intervention Corpus. The first step of literature search on
ACM digital library (i.e., Section returned a total of 467 manuscripts that include
the word “misinformation” anywhere in the paper. After excluding papers that did not
meet our aforementioned criteria, this step identified 19 papers around interventions to
address misinformation.

According to steps two and third in our approach, we repeated the process of going
through the references and seeking the relevant papers until we reached a stage of saturation.
This process resulted in 48 papers. Therefore, the whole process yielded 67 intervention

papers being included in our review of intervention papers.

2.2.1.2 Identify the Drivers of Misinformation.

2.2.1.2.1 Initial search of drivers of misinformation. Next, we sought to identify
the factors that drive misinformation. Most of the papers in our intervention corpus (gener-
ated in Section include a subsection, usually within related work, where factors that
drive misinformation are discussed. We used the citations that were introduced in those re-
views to begin building our review of drivers of misinformation. We collected all the factors
and mechanisms that were described as influencing the way people identify misinformation
and respond to it. These drivers of misinformation were described based on prior work
in journal such as PNAS (Proceedings of the National Academy of Sciences of the United
States of America), Science, and Nature, as well as psychology journals, such as Journal of
Experimental Psychology: General, Applied Cognitive Psychology, [Psychological Bulletin.

This step identified 39 papers around drivers of misinformation.

2.2.1.2.2 Reference search of papers identified in previous step. Similar to our
method in building the intervention corpus, we again applied the literature review method-
ology offered by |Okoli (2015)). That is, for each paper identified at each step, we went
through its reference list to conduct a second round of searching. This process resulted in
45 papers. Therefore, the whole process resulted in 84 papers on drivers of misinformation

being included in our review.
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2.2.1.3 Analyze Drivers of Misinformation.

After collecting relevant research for our review, following the guideline by |Okoli (2015,
we started reading the papers and extracting the information required for our analysis.
Aiming to map the interventions to the drivers of misinformation, we began our analysis
by investigating the papers on the drivers of misinformation (from Section . The
goal was to collect all the drivers of misinformation that were identified in prior work and
to recognize patterns that might exist within those factors. Therefore, we conducted a
thematic, inductive analysis (Braun and Clarke, 2006), looking for patterns, similarities,
and trends in terms of the ways that these papers conceptualized the various mechanisms,
entities, and factors that might drive misinformation.

To do so, the authors read the papers and met periodically throughout the reading and
analysis process to discuss observations, and emergent themes to reach consensus (Braun
and Clarke, 2006]). This step resulted in the development of a list of drivers of misinformation
that prior work introduced as influential on people’s response to misinformation. The
authors then discussed this list of drivers of misinformation and identified a pattern based
on the entities that each of these drivers and influential factors can be related to. The

results of this step are discussed in Section [2.3]

2.2.1.4 Analyze Interventions.

We applied the categories of drivers of misinformation on the intervention corpus to analyze
the papers in the intervention papers. Specifically, we aimed to map each intervention
paper to one or more of the categories of drivers. To provide this mapping, the authors
examined each intervention paper to determine what drivers of misinformation are used as
the motivation for, or as the focus of, the design of the intervention. If a paper used more
than one driver of misinformation to design an intervention, we allow the intervention to sit
in multiple categories. To conduct this analysis, the authors read the papers, and discussed
the observations to reach a consensus on the category (or the categories) that each paper

falls under. The results of this step are discussed in Section
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2.3 Results

Using the methods described above, this study reviewed prior work that investigated factors

that influence the way people identify misinformation and respond to it, and identified four

categories: content factors (e.g. [[gartua and Cheng, |2009; |Sundar et al., |2007; |Jahanbakhsh|

2021), source factors (e.g. Dias et al. 2021; jmet|, 2019a; Bhuiyan et al. 2021b)),
individual users factors (e.g. Nickerson, 1998; Bradshaw et al., 2018; [Matz et all 2017;

2016)), and community factors (e.g. Rimal and Real, 2003} |Colliander, 2019; Koo
ket al.| [2021; |Anspachl [2017)).

Based on the analysis described in Section [2.2.1.4] we categorized the interventions
designed to address misinformation into four groups: Content-Based strategies used to
address misinformation; Source-Based strategies used to address misinformation; Individual
User-Based strategies used to address misinformation; Community-Based strategies used to
address misinformation. Table [2.1] shows a list of papers in each of these categories.

This section reports the different categories of drivers of misinformation identified by
prior work, as well as the interventions that are designed to address the spread of misin-
formation. With the goal to identify strategies that maybe under explored, this section
provides a mapping of the interventions to address misinformation to the drivers of misin-

formation.

2.3.1 Factors about the Content

2.3.1.1 Content-Related Mechanisms

The characteristics of an individual piece of content (e.g., a news article) can influence

how people interact with and respond to it (Igartua and Cheng), 2009; [Sundar et al., |2007;

lJahanbakhsh et al.l [2021} [Vosoughi et al., 2018; [Spezzano et al., 2021). Such characteristics
include the number of quoted sources (Sundar, 1998), prior exposure to a news article

(Pennycook et al., [2018), supporting evidence in the article (Jahanbakhsh et al., [2021)),

whether or not a piece of content appears biased or not (Jahanbakhsh et al., 2021)), and the

number of related articles written about the same news event by other news organizations
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Table 2.1: List of Papers in Intervention Corpora Categorized Based on The Driver of
Misinformation that the Interventions Focus on

The orientation
of Intervention

Number of
Articles

References

Content

40 papers

(Facebook, [2020; |AssociatedPress, 2021}
[Facebook, [2021}; [Vlachos and Riedell, 2014}
Hunt), 2017} [Castillo et all, 2011} [Nagura et al.,
2006} [Potthast et al.l 2016} [Zhang et al.| 2018}
[Facebook, 2013 [Garber} 2012} [Cappella and |
[Jamieson, [1994} [Clayton et all, 2020} [Yaqub |
et al 2020; [Zubiaga et al, 2016; [Shin et al.|
2017; [Shin and Thorsonl, 2017; [Garrett and |

Weeks|, 2013; [Ortutay, 2017} [Arif et al., 2017}
Stray}, 2017, [Nguyen et al.| [2018a} ?; [Kirchner |

and Reuter|, 2020; [Chan et al.l, [2017; |[Garrett
land Poulsen| 2019; [Nyhan and Reifler] 2010}
[The Economic Timel 2020; |Bode and Vraga),

2015} [Hamborg et all, 2017; [Teaml, 2019;
Buntain et al.| [2021} met], 2019b} Metal, 2020

Epstein et al 2020; [Spezzano et al., 2021}
Horne et all 2020; [Sultana and Fussell, [2021}

(Gao et al., 2018; Mosleh et al., 2021)

Source

10 papers

(Dias et al., 2021} |[Pennycook and Rand, [2019;
[Schwarz and Morris|, 2011; Tm et al.| [2020}
Epstein et al., 2020; Bhuiyan et al., [2021al;

Dias et al. [2020; [Horne et al.l 2020} [Spezzano
et al., 2021} Kane et al., 2018)

Individual

Users

16 papers

(Roozenbeek and van der Linden| [2019; Basol |

let al., [2020}; van Der Linden et al., 2020} Basol]
let al. 2021} [Tsipursky and Morford, 2018},
Karduni et all, 2019} Pennycook et al., 2020,
2021; [Jahanbakhsh et al., [2021}; Bhuiyan et al.l,

2018; [Facebook, [2018; [twi, [2018] [2019; |Cox and
[Koebler} 2019; |Bilton, 2019; lJeon et al., 2021)

Community

4 papers

(Andi and Akesson, 2020; [Nguyen et al.|
2018b; [Kim et all, [2018; [Bhuiyan et all, 2021a))
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Figure 2.2: a) Facebook uses third-party fact-checkers to mitigate the spread of misinforma-
tion (Isaac,|2016)). b) Facebook suggests related-articles to provide additional information on articles
with low credibility (Constine, 2017)).

(Sundar et al., 2007; Jahanbakhsh et al.,|2021). Put differently, each of these content-related
factors can work as a heuristic that guides individuals’ response to (mis)information.

Such factors can also be manipulated to influence perceptions about the reliability of
content, and information processing. For example, examining the role of framing in individ-
uals’ assessment of articles that evaluate truthfulness of news, Kreiner and Gamliel (2021)
show that framing effect influence the perceived reliability of the evaluation articles when

the outcomes were favorable but not the outcomes were unfavorable.

2.3.1.2 Content-Based Strategies Used to Address Misinformation

We find three general approaches that focus on specific pieces of content: disputing False
information Using Fact-checkers, signaling credibility of content, and reducing the visibil-
ity of misleading content. For each, we describe some of the dominant approaches, and

summarize findings from studies of how these countermeasures are used in practice.

2.3.1.2.1 Disputing False information Using Fact-checkers One of the most com-
mon approaches to mitigate the spread of misinformation is disputing false information using
fact-checkers (Facebook, 2020} |AssociatedPress, 2021)). Fact-checkers assess the veracity of

different claims made by public figures (e.g., politicians, pundits, corporations, etc.) that
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are likely to be misleading based on several signals. These signals include observing ex-

pression of dis-beliefs to these content, the speed by which these content spread, and the

output of machine learning models that predict false information (Facebook| 2021} Vlachos

land Riedel, 2014; |Cohen et al., 2011]).

A variety of entities work to provide accurate fact-checkers, from social media companies

such as Facebook and Twitter (Facebookl 2020; |AssociatedPress, 2021 [Hunt|, 2017)), to

journalists (The Washington Post|, |2013; Journal, |[n. d.])), to academic institutions (Castillo!

ket al.,[2011; [Nagura et al.l 2006} Potthast et al.l 2016} Zhang et al.,[2018). There are different

forms of fact-checkers, from websites such as PoliticFact and Snopes, which evaluate factual
claims of news, to credible news media such as Washington Post and Wall Street Journal, to

content moderation techniques (either paid agents or volunteers) used by platforms such as

Facebook and Reddit (Facebook, [2013; |Garber, 2012)), to automatic fact-checkers
2015). Figure [2.2(a)| shows an example of disputing a piece of news on Facebook

using fact-checkers. Prior studies demonstrate the success of fact-checkers in identifying

low credible information and mitigating its spread (Cappella and Jamieson, |1994; |Clayton|

et al., 2020; [Yaqub et al., |2020).

A large body of research has investigated the ways online users engage with fact-checkers
and show individual responses to fact-checkers vary based on different factors (Zubiaga et al.
[2016}; [Shin et al., [2017; [Shin and Thorsonl, 2017}, [Garrett and Weeks, 2013} [Ortutayl, 2017}

|Sultana and Fussell, [2021} Mosleh et all 2021; (Gao et al., [2018). For example, examining

people’s response to rumors on Twitter before and after their veracity is determined by fact-

checkers, |Zubiaga et al.| (2016]) show many people share tweets that support a rumor which

is still not verified. However, once the rumor has been debunked, they are less likely to make

the same effort to communicate to their followers that the content they previously shared

was untrue. In another case, Shin et al|(2017) investigate the spread of rumors on Twitter

during the 2012 U.S. presidential election and show that people choose the outcome of
fact-checkers subjectively. That is, partisans selectively shared fact-checkers’ messages that
were advantageous to their group and denigrated the opposing group. As a result, rumors
had been propagated even after fact-checker organization debunked them. This subjective

use of fact-checkers occurs because many individuals tend not to question the credibility of
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information unless it contradicts their view and prompts them to do so (Lazer et al., 2018).
These findings align with the phenomenon of selective exposure, where individuals prefer
to read information that is in line with their prior beliefs (Garrett, 2009a), and avoid the
content that contradicts their beliefs (mut, [2006]).

Mosleh et al.| (2021) investigate downstream consequences of social corrections on the
users’ future content sharing behavior. Specifically, (Mosleh et al., [2021) investigate the
behavior of large scale users on Twitter who shared false information and received replies
to their false tweet with links to fact-checkers. Examining of the users’ subsequent activities
shows that this method decreased the quality of content they shared, and increased language

toxicity.

2.3.1.2.2 Signaling Credibility of Content Relatively less work has explored dif-
ferent ways to give insights about the credibility of content (?Kirchner and Reuter} [2020;
Hamborg et al., 2017). Facebook, for instance, displayed red flags on articles that were
disputed by fact-checkers to signal their lack of credibility. Warning against misinformation
has been shown to reduce its perceived accuracy (Chan et al., |2017; Lewandowsky et al.,
2012; Kirchner and Reuter, 2020)). However, prior research suggests that strong language
or visualization in warnings can backfire and strengthen prior beliefs (Seifert, 2002; |Garrett
and Poulsen, 2019} Lewandowsky et al., [2012; Nyhan and Reifler, 2010)).

In addition, warnings such as red flags are likely to prompt people to click on the false
content (Lewandowsky et al., 2012; Ortutay, 2017)). Clicking on false information in turn
increases the visibility of content, the risk of repeating false information, and may result in
the increase in accepting misinformation as true (7Lazer et al., 2018]). Lastly, a red flag can
only signal the credibility of content that is false, and cannot communicate any information
on the veracity of partly false and unproven content.

Therefore, Facebook removed the red flag feature in favor of a new feature, named “Re-
lated Articles” (Ortutay} 2017). Unlike the fact-checkers that inform whether a content is
“true” or “false”, this approach aims to provide people with additional information (e.g.,
reporting from a certified third-party fact-checker or the stories published by another pub-

lisher) and help them decide by themselves whether the news is misleading or not. Figure
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shows an example of how related articles are suggested under low credible or un-
proven articles. Similarly, Twitter uses labels or warning messages to provide additional
information or clarifications about tweets that contain harmful and unconfirmed claims
(The Economic Time, [2020).

Kirchner and Reuter| (2020) examine the efficacy of different warning-based approaches
(i.e., a simple warning that shows the article is disputed, related articles underneath the
post with headlines contradictory to the false claim, and a warning extended by a short
explanation). The results of their experiment show that all these warning messages are
effective, but adding an explanation to warning messages is the most effective warning-
based approach. Specifically, adding an explanation to a warning is shown to be more
effective than the related articles approach. In another case, Bode and Vraga) (2015) show
when people have strong prior beliefs about an issue (e.g., anti-vaccine beliefs), providing
related stories are less likely to correct initial misconceptions that misinformation creates.
Instead, in this case corrective information might even backfire and result in accepting false

information as correct more strongly.

2.3.1.2.3 Reducing visibility of misleading content Reducing the visibility of harm-
ful content, including misleading information, has been used by several social media com-
panies to mitigate the spread of such content (Team) 2019; Buntain et al., [2021)

One approach to lower the visibility of misleading content is to use the crowds to rate
trustworthiness of content, and use this information in the ranking algorithms of news
feeds (met}, 2019b; Metal [2020). Epstein et al. (2020) investigate the efficacy of this ap-
proach, and examine whether or not laypeople game this crowdsourcing mechanism to
promote content of their own interests. Their findings suggest people are less likely to
game the system. Indeed, the participants trusted mainstream sources much more than
hyper-partisan or fake news sources, regardless of their partisanship. However, many peo-
ple distrusted unfamiliar outlets. |[Epstein et al. (2020) argue that while using the crowds
trust ratings are effective in discerning between high and low quality content, this approach
may still result in a rise in polarization.

In another case, YouTube claims it uses a combination of machine learning methods and
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human evaluation to identify misleading, harmful videos and videos that include borderline
content (Team, |2019). While YouTube does not remove these videos, it removes them
from recommendation systems as a way to lower their exposure. Reddit uses this YouTube
approach to lower the visibility of misleading content. Buntain et al. (2021) investigate the
efficacy of this approach on Twitter and Reddit, and demonstrate that de-recommendation
results in a significant decrease in sharing conspiracy labeled content on both platforms.
However, this approach resulted in an increase of sharing conspiracy labeled content on
conspiracy oriented communities on Reddit. These findings suggest that reducing exposure
to harmful, misleading content might be beneficial for some communities, but harmful for
some others (e.g., the communities on the borders).

Another approach to reduce visibility of misleading content, employed by Facebook,
is reducing the size of low credible headlines and articles. |Kirchner and Reuter| (2020))
conducted semi-structured interviews to investigate the efficacy of this approach (in addition
to several other approaches of addressing misinformation). While some of the participants
found this method favorable as it draws attention away from misleading content, some others
believe that it is rather an extreme approach and almost like censoring content. Overall,
participants preferred warning based approaches that provide additional information over

reducing the size of misleading content.

2.3.2 Factors about the Source
2.3.2.1 Source-Related Mechanisms

In addition to factors related to individual pieces of content, factors related to the source
of information can influence individuals’ assessment of that information (Dias et al., [2021}
Lewandowsky et al.| 2012; met, 2019a; Bhuiyan et al.| [2021b; [Hovland and Weiss, [1951;
Dias et al., 2020). Lewandowsky et al.| (2012)) explain that when people lack the motivation
and the knowledge to investigate a message in detail, they tend to defer to their assessment
of the source’s credibility. If the source is perceived as credible, people are more likely to
consider the content as credible (Eagly and Chaiken, 1993; [Petty and Cacioppol, 1986). In

this case, a lack of detailed information about a source may decrease users’ perceptions of
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the credibility of content from that source (Freeman and Spyridakis, 2004]).

Multiple factors can influence the perceived credibility of a source. These factors include
the “look and feel” of a website (Fogg et al., 2001, [2003), how information on the site is
structured (Fogg et al.,[2001)), the professionalism of the site design (McKnight and Kacmar),
2007)), and official-looking logos and the domain names (Wineburg and McGrew, [2017).

Kahan| (2017) argues that many people’s assessment of news sources can also be influ-
enced by their partisan bias. In this case, as a result of motivated assessment, unreliable
content may be perceived as reliable. [Pennycook et al.| (2020), however, demonstrate that
failing to assess misinformation often results from a lack of reasoning about, rather than a
from motivated assessment of, news sources. In another study, |[Epstein et al.| (2020]) show
that if people are asked to reflect on trustworthiness of news sources, their judgment may
not be disproportionately swayed by their partisanship. Pennycook et al.| (2020) also argue
that if prior experience with an outlet and the content the outlet shares is necessary to
shape an accurate assessment of its reliability, many people cannot judge most outlets as
there are so many outlets with which people may have not experienced. Future research is
therefore required to investigate how people assess the legitimacy of news outlets, and to

examine the link between their partisanship and their assessment of the news sources.

2.3.2.2 Source-Based Strategies Used to Address Misinformation

Recent work investigates leveraging the impacts of the news source and its perceived cred-
ibility on individuals’ assessment of a message (Dias et al., [2021; Bhuiyan et al., |2021a;
Pennycook and Rand, 2019; [Spezzano et al., 2021)). For example, Bhuiyan et al. (2021a))
employed a nudge-based intervention based authority of a source, referred to as the reliable
nudge. They designed a browser extension for Twitter, named NudgeCred to investigate
the efficacy of this nudge-based intervention. Through a five-day field experiment, this
study demonstrates that NudgeCred improves individuals’ recognition of misinformation.
That is, signaling authority of source influenced the perceived credibility of the content. In
particular, the participants rated posts with reliable nudge as more credible. (This study
also investigated a community-based nudge, as discussed in Section .

In another case, Schwarz and Morris| (2011) present a visualization tool which augments

25



search results with information on the credibility of web pages to help online users with
credibility assessment. Conducting a user study, they demonstrate that signaling credibil-
ity of web pages can help people to assess information and identify credible content from
non-credible content. However, this approach can result in perceiving the content published
in new outlets whose credibility is unknown as less credible (Schwarz and Morris, [2011)).
In a similar approach, Im et al.| (2020)) design an approach to provide social signals about
online accounts and inform others about whether a certain account engages in the spread
of misinformation. The accounts that spread misinformation will receive a tag of misinfor-
mation where all other users can see. Through a field study, they investigate the utility of
the approach and show the participants find these social signals helpful. Future research is
required to investigate whether and how such signals might impact the behaviors of those
users who receive these misinformation tags on their profile. Specifically, future research
should investigate whether this approach prompt the receiver of this tag to engagement
more with misinformation spread.

Epstein et al. (2020) investigate using crowdsourcing to identify outlets that produce
misinformation. Next, they use the crowds’ ratings as an input to social media ranking
algorithms. The results of their study demonstrate layperson trust ratings are an effective
way to distinguish between high and low quality news outlets. The results of their exper-
iment show the participants tend to trust mainstream sources much more than fake news
sources. To test whether the participants would use this approach as a way to game the
system, the participants were told their trust rating of news outlets will influence ranking
algorithms of social media feeds. This information did not influence participants to game
the system and promote their content of interest. In addition, Epstein et al.| (2020]) argue
that focusing on the source evaluation is more practical than focusing on individual articles
for two reasons. First, rating credibility of news sources requires a much lower volume of
rating. Thus, source-level rating is more scalable due to fewer number of news sources than
news articles. Second, source-level ratings seem less susceptible to variation based on the
idiosyncrasies of specific headlines. In another case, Pennycook and Rand| (2019) also inves-
tigate the crowds’ rating of news sources trustworthiness, and suggests using these ratings

in social media ranking algorithms. They also acknowledge crowd-sourced trust ratings can
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effectively differentiate more versus less reliable sources (i.e., the participants of their study

rated mainstream sources as more trustworthy than hyperpartisan or fake news sources.)

In another example, using survey experiments, Dias et al| (2021) investigate whether

or not making the publisher information of a post more visible via adding a logo banner
can improve assessment of the post. They demonstrate that publisher information had no
significant effects on whether participants perceived the headline as accurate. When the
headline was accurate but the publisher was a distrusted source, people tend to rate the
content as less credible. Put differently, providing publisher information could increase the
likelihood of mistakenly perceiving true headlines as false. Future research is required to
investigate how providing different types of information about the source (e.g., adding a

logo banner vs. detailed information) might have different efficacy in news assessment.

2.3.3 Factors about the Individual User
2.3.3.1 Individual User-Related Mechanisms

The characteristics of individual users can impact how they interact and respond to different

pieces of misinformation (Nickerson,|1998; Garrett), 2009a; Moravec et al.,[2018; /Aufderheide,
2018}; [Association et al., 2009; [Doughty et all, [2017; [Chen, 2016} Buchanan and Benson|

2019). These characteristics include people’s prior beliefs (Nickerson) |1998; |Garrett), 2009a;

Moravec et al. |2018), their media literacy skills (Aufderheide, 2018} [Association et al.,

2009; [Jones-Jang et all, 2021} [Buchanan| 2020), as well as their personalities (Buchanan

land Benson| [2019; |Doughty et al., 2017; |Chen, 2016; Buchanan and Benson| 2019)). The

remainder of this subsection describes how each of these attributes play a role in people’s

response to misinformation.

2.3.3.1.1 Prior Beliefs. Individuals’ prior beliefs about different topics influence news

consumption (Nickerson, 1998} |Garrett, 2009a; Moravec et al., 2018; Minas et al., 2014)),

and news assessment (Nickerson, |1998)), but do not necessarily predict the way people share

information (Pennycook et al., 2021]).

Individuals’ news consumption are influenced by their prior beliefs. That is, many indi-

viduals prefer to read and seek out information that is in line with their prior beliefs (Met-|
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izger and Flanagin, [2013; |Jahanbakhsh et al., 2021)). This phenomenon is known as selective

exposure effect (Garrett, |2009a|@, and contributes to the spread of misinformation and

its impacts. For example, |Del Vicario et al. (2016) show that selective exposure plays a

role in the spread of conspiracy theories on Facebook. Selective exposure can also result in

homogeneous and polarized communities (Del Vicario et al., 2016; Lehmann and Ahnl [2018;

Moore and Tambinil [2018), wherein people are more exposed to consonant content and less

exposed to incompatible arguments. Such a closed system contributes to the creation of

echo chamber (Garrett, [2009a; [Pariser}, 2011} Prasetya and Muratal, 2020]), wherein people

mostly see content that agrees with their preexisting.

Prior beliefs also influence the process of news assessment (Nickerson, [1998). That is,

many people tend to believe information that confirms their preexisting beliefs, a concept

known as confirmation bias (Nickerson, 1998)). Due to confirmation bias, many people do

not question the veracity of information with which they agree (Nickerson, [1998; Moravec|

et al., [2018; [Lazer et al. [2017). Confirmation bias can even influence people not to re-

spond to corrective information objectively (Lazer et al., |2018; Hameleers and van der|

Meer}, 2020). In one case, [Sleegers et al| (2019) demonstrate many people tend to interpret

ambiguous feedback on their incorrect beliefs in favor of their beliefs. In another case,

Hameleers and van der Meer| (2020) illustrate that many people tend to avoid the articles

that evaluate truthfulness of news (i.e., fact-checkers) if those outcomes are incompatible

with their prior beliefs (Hameleers and van der Meer} |2020). Similarly, prior beliefs can

prevent some people from accepting corrective information (Taber and Lodge, 2006} Lazer]|

ket al., [2018). Taber and Lodge (2006]) argue that when people’s prior beliefs are questioned,

it might have a boomerang or backfire effect (Byrne and Hart|, 2009). This backfire effect

occurs because many people tend to actively counterargue incongruent evidence (i.e., dis-

confirmation bias) (Taber and Lodge, [2006). They engage in “motivated reasoning”

et all 2017; Kundal, [1990), bringing arguments to defend their prior beliefs (Kahan, 2012).

As a result, their prior beliefs will become stronger and they are more likely to believe in

the original false content.

While prior beliefs influence news consumption(Garrett, 2009a; Metzger and Flanagin,

2013), and news assessment (Nickerson, |1998; Moravec et al., [2018; | Jahanbakhsh et al.),
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2021; [Hameleers and van der Meer, 2020), recent research suggests sharing information is
not necessarily a reflection of prior beliefs (Pennycook et al.l 2021)). Individuals’ decisions
about information sharing are more likely influenced by peripheral cues, such as the source
of the information, and are moderated by individuals’ self-presentation goals (Ceylan and
Schwarz, 2020). For example, individuals who want to fit in with a group prefer to share
popular information from sources generally well-known and perceived as credible within
their group. However, individuals who aim to stand out tend to share a piece of content

regardless of the popularity of the content or its source (Ceylan and Schwarz, 2020)).

2.3.3.1.2 Media-Related Literacy. Researchers have explored the link between dif-
ferent types of media-related literacy (i.e., media literacy, information literacy, news literacy,
and digital literacy) and the way people identify and respond to misinformation (Aufder-
heide, |2018; |Association et al., [2009; Jones-Jang et al.,2021;|Buchanan, 2020). For example,
investigating the role of digital media literacy on the way people respond to misinformation,
Aufderheide| (2018) shows that people with greater digital media literacy are less suscepti-
ble to the misinformation and its impacts. In another case, |Jones-Jang et al. (2021) show
that while both digital media literacy and information literacy are important, the latter is
comparatively more influential on the way people respond to misinformation.

Sirlin et al.| (2021)) investigate the role of digital media literacy, and acknowledged that
of digital literacy is associated with less ability to tell truth from falsehood. This result does
not vary based on the participants’ partisanship and the type of the news. However, the
skills of digital media literacy does not make people less likely to share false information.
This finding could be because people are less motivated with the accuracy of content than
with factors such as their emotion, and social feedback (Pennycook and Rand, 2020; [Huang
et al., |2015; Martel et al., 2020)). Buchanan| (2020)) also argues that while media literacy
is an important variable mediating the spread of misinformation and its impacts, people
may know that a piece of content is untrue and still spread it anyway. They might be
sympathetic to the content’s intentions, or aim to signal their social identity or adherence

to some political group or movement.
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2.3.3.1.3 Personality. A line of research investigates whether personality traits have
any effects on people’s engagement with and their response to misinformation (Doughty
et al., 2017; (Chen, 2016; Buchanan and Benson, [2019). To measure personality traits, the
Five Factor Model of personality (FFM), also known as the “Big Five” |Costa Jr and McCrae
(2008)), has been widely used (Buchanan and Benson, 2019; |Chen, 2016). FFM includes
extraversion, agreeableness, conscientiousness, neuroticism, and openness (See (Costa Jr
and McCrae, [2008) for more details on these factors.)

Chen| (2016) shows that openness has a positive influence on sharing misinformation,
while neuroticism has a negative influence on the sharing of misinformation. However,|Buchanan
and Benson| (2019)) demonstrates that of the five dimension of personality, only Agreeableness
personality had an impact on people’s response to misinformation.

Zhu et al. (2010) argue to investigate why people are influenced by misinformation, the
role of personalities should be investigated along with other individuals’ characterises that
can induce false memories. They investigate the interaction effects between personality
characteristics and cognitive abilities on individuals’ vulnerability to misinformation. The
result of their study demonstrate that low fear of negative evaluation, low harm avoidance,
high cooperativeness, high reward dependence, and high self-directedness in combination
with relatively low cognitive abilities make people more vulnerable to misinformation. In
another study, Doughty et al.| (2017) show that personality characteristics are associated
with memory conformity, which can make some people more susceptible to accepting mis-
information as true. Specifically, they suggest low openness, extraversion, low neuroticism,
and high agreeableness are related to memory conformity, and can make people more likely
to accept misinformation as true.

As is apparent in this discussion, the results of prior studies that investigate the link
between personality characteristics and people’s susceptibility to the spread of misinforma-
tion draw different conclusions. Therefore, future research is required to clarify the sources

of these mixed findings.
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2.3.3.2 Individual User-Based Strategies Used to Address Misinformation

Among the papers that focus on addressing misinformation at the individual user level,

we found four general approaches: interventions that work towards improving individuals’

media literacy skills (e.g., Roozenbeek and van der Linden, 2019; Basol et al., 2021)), inter-

ventions aiming at shifting an individual’s attentions towards credibility of content (Penny-|

lcook et al.| 2021} 2020; |Jahanbakhsh et al.,[2021; Kane et al., [2018), interventions that aims

at identifying inauthentic accounts (e.g., Facebook, 2018; 2018, 2019), and interven-

tions that work towards identifying and deplatforming dissimulators of misinformation (e.g.,

witter | 021).

2.3.3.2.1 Improving Individuals’ Media literacy Skills Various approaches have

been designed to improving individuals’ media literacy skills (Roozenbeek and van der Lin-|

den, 2019; Basol et al., 2020; van Der Linden et al., |2020; |Tsipursky and Morford} 2018).

In recent years, several game-based psychological interventions have been investigated to

improve individuals’ skills to identify misinformation (Micallef et al.l 2021; Roozenbeek

land van der Linden, [2019; Jeon et al., 2021} Muscat and Duckworth |2018). For example,

Roozenbeek and van der Linden| (2019) designed a game, named “the bad news game”,

wherein players learn various skills to mitigate misinformation spread, such as detecting

discredit, polarized arguments, impersonation, etc. Basol et al.| (2021)) also designed an-

other game, named “Go Viral!” to improve abilities of individuals to detect manipulation
techniques that are used in COVID-19 misinformation. The game increased the abilities

of the participants to identify misinformation, and reduced their willingness to share mis-

information with others. In another case, |Jeon et al| (2021) designed a game, named

“ChamberBreaker”, which is designed to increase a player’s awareness of echo chamber ef-
fect and the importance of maintaining diverse perspectives when consuming information.
After playing the game, the players showed greater intention to see information from more

diverse perspectives and more awareness of the possible echo chambers.

Karduni et al. (2019) designed a visual analytic system, named “Verifi2”, that help

social media users distinguish misinformation. Verifi2 highlights different aspects of a piece
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of news, such as its linguistics, its networks of spread, and highlights image features related
to the news to help online users to learn dimensions that characterize misinformation, and
learn how suspicious news are different with true content.

In another case, [Tsipursky and Morford (2018) designed an intervention named the Pro-
Truth Pledge (PTP) where the signees agree to abide by twelve behaviors to mitigate the
spread of misinformation, including verify, balance, cite, clarify, acknowledge, reevaluate, de-
fend, align, fix, educate, defer, and celebrate. (See (Tsipursky and Morford, 2018|) for more
details). The participants, including both private citizens and public figures, self-reported
the impact of this pledge on their behaviors regarding their response to misinformation.

While valuable, improving people’s skills to identify false and misleading content does
not always lead to changing people’s intention to share misinformation. For example, many
people may know that a piece of content is untrue and still spread it anyway for reasons such
as signaling their social identity or adherence to some groups (Buchanan, [2020; Jones-Jang
et al., 2021)). To improve the efficacy of the interventions around media literacy, other factors
such as the role of prior beliefs should also be taken into account. In addition, the studies
that are reviewed here analyse the efficacy of the intervention based on self-reported data.
Future research should investigate how these approaches may help in real-word settings,
outside the experiment. Additionally, future investigation is required to assess the long-

term efficacy of these prebunking-based and pledge-based interventions.

2.3.3.2.2 Shifting an Individual’s Attention to the Credibility of Content Only
recently researchers focused on reducing the spread of misinformation via shifting attention
of online users toward the credibility of what they share (Pennycook et al.l 2021 |2020;
Jahanbakhsh et all [2021; Bhuiyan et al., |2018]). Recent work shows that many people are
motivated by their emotions and social feedback when sharing a piece of content online
(Huang et al., [2015; Martel et al., |2020). Motivated by these insights, [Pennycook et al.
(2021) examine whether encouraging online users to reflect on the accuracy of content
could make them less likely to spread misinformation (Pennycook et al.,2021). Using a field
experiment on Twitter, they selected Twitter users who regularly shared misinformation.

Next, the researchers send those users private messages, asking them to rate the accuracy
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of a headline. By inviting these users to reflect on the accuracy aspect of the news, this
intervention increased the average accuracy of the news that those users shared in the next
24 hours.

In another example, |Jahanbakhsh et al. (2021)) investigated the effects of two behavioral
nudges which request accuracy assessments and rationales, on sharing false news. Specifi-
cally, the first nudge asked people to assess the accuracy of the content they were about to
share, and the second nudge asked people why they think the content is or is not accurate
at the time of sharing it. The results of this study revealed that both accuracy assessment
nudge and rational nudge can reduce the sharing both false content and true content. How-
ever, these nudges also reduced sharing of true content to a lesser degree compared to the
sharing of false content, resulting in an overall decrease in the fraction of shared content

that is false (Jahanbakhsh et al., 2021]).

2.3.3.2.3 Identifying and Removing Disseminators of Misinformation At the
first glance, this category of interventions focus on the creators of misinformation (e.g., iden-
tifying and removing inauthentic accounts, deplatforming disseminators of misinformation),
which does not fall in the scope of this review. However, these interventions, by removing
the disseminators of misinformation and signaling the audience about it, may still impact
people’s perceptions of and their response to the content they have previously read from
these accounts. Therefore, this review includes and examines these approaches as well.
One of the approach in this category is identifying and removing inauthentic accounts (Fage-

bookl, 2018; twi, 2018}, 2019). This approach focuses on the activities of individual users
and addresses the users who engage in suspicious behaviors and spread misinformation(e.g.,
artificially boost the popularity of content, or impersonating another person such as politi-
cians or celebrities). Platforms such as Facebook and Twitter, identify and remove accounts
that exhibit inauthentic behavior (Facebook, 2018} twil 2018, 2019)). For example, Facebook
introduced a concept named “coordinated inauthentic behavior” (CIB), which is defined as
the use of Facebook or Instagram assests (i.e, accounts, pages, groups, or events) to mislead
people (Facebook, 2018). The networks of people who engage in coordinated inauthentic

behavior focus on two activities. In one case, they create fictitious, independent media
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entities and personas to engage unwitting individuals to amplify their content and expand
their reach. In another case, they drive people to other websites that their networks con-
trol (Facebook, [2018]). Facebook identities and disables these accounts. Upon disabling an
account, all the content within the account becomes inaccessible to other users.

While identifying and removing these networks of accounts might mitigate the spread of
misinformation (met, [2021)), recent research reveals that the success of these accounts heavily
lies on the activities of online crowds (as apposed to coordinated networks of accounts) and
the ways they engage in the spread of misinformation and its impacts (Vosoughi et al.,|2018;
Grinberg et al., [2019; Starbird et al., 2019)). The engagement of online communities with
misleading content, amplifying it, and expanding its reach makes it possible for coordinated
networks to expand their networks and push their goals. Therefore, policies that focus on
addressing misinformation by identifying “coordinated” inauthentic behaviors fall short in

addressing the circulation of misleading content that is shared by online crowds.

Donald J. Trump @
realDonaldTrump

51 Followi 88.7M Fol

Account suspended

Twitt uspen: accounts that violate th

Figure 2.3: The figure shows deplatforming of @realDonaldTrump account, which occurred on
January 8th, 2021. Twitter announced the account due to the risk of further incitement of vio-
lence (Twitter.| [2021)).

Another approach in this category is deplatforming, a moderation strategy that refers to
the permanent ban of conversational influencers for spreading misinformation, conducting
harassment, or violating other platform policies (Grimmelmann, [2015). Facebook, Twitter,
Instagram, YouTube and other platforms have employed deplatforming to mitigate the
spread of misinformation, hate speech, and conspiracy theories in various cases (Cox and
Koebler, 2019; [Koebler, 2018; Bilton, 2019). For example, upon investigating tweets from
the @realDonald Trump account and the way they were being interpreted on and off Twitter,

Twitter suspended the account permanently to prevent the risk of further inducement of
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violence by this account 2021). (See Figure .

While deplatforming has been shown to decline toxicity level of supporters (Jhaver et al.

2021)), the efficacy of this approach to combat misinformation is nuanced by a lot of factors.

For example, in the case of combating anti-vaccine misinformation, Armitage| (2021) argues

that deplatfoming of anti-vaccine campaigners is likely to reinforce individuals’ strongly

held beliefs about vaccination and vaccine conspiracies. In addition, Innes and Innes| (2021)

argue that de-platforming might result in "re-platforming”, which refers to behaviors such
as developing a network of alternative accounts and signaling their presence, and migrating
to one or more other platforms.

2.3.4 Factors about the Community

2.3.4.1 Community-Related Mechanisms

Prior work has acknowledged the different mechanisms by which online communities con-

tribute to the spread of misinformation and its impacts (Schwarz et al., [2007; Begg et al.,

[1992; [Swire et al.l 2017b}; [Thorsonl, 2015; [Hasher et al., [1977; [Hermida et al., 2012} Geeng
2020)). These mechanisms can be organized into roughly three groups: individual

level mechanisms, such as familiarity bias and trust in community-shared content (Schwarz,

let al., [2007; Begg et al. [1992; Swire et al., [2017b}; [Thorson| 2015} [Hasher et al., [1977; [Huck-
feldt et al., [1995; Hermida et al., [2012; (Geeng et al., [2020); network mechanisms, such as

social network structure and homophily (Hermida et al., 2012; |Geeng et al., [2020; |DiFonzo|

et al., [2013); and social norms, especially perceived norms (Rimal and Real, 2003} [Collian-|

2019; Koo et al, [2021; Gimpel et al.,[2021). The remainder of this subsection describes

how each of these mechanisms works in the spread and the impacts of misinformation.
First, online communities can influence the way individual members respond to misin-

formation via different mechanisms. For example, the activities of online communities (e.g.,

sharing, liking, commenting) can increase the likelihood of individual members’ exposure to

misinformation. For instance, when a contact of ours “likes” a post, we are more likely to

see the content (Anspach| 2017)). This increased visibility can also increase individuals’ ex-

posure to misinformation, which contributes to familiarity bias (Schwarz et al., [2007; Begg
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et al., 1992; |Swire et al., 2017b; Thorson, 2015; Hasher et al., |1977), wherein an individual

remembers the content itself, but forgets the contexts and details around it. Familiarity bias
increases the likelihood of accepting familiar but false information as true (Schwarz et al.
2007; Begg et al. [1992; Swire et al., 2017b; |Thorson| 2015; Hasher et al. [1977), leading to

the further spread of misinformation.
Another mechanism by which online communities influence individual members’ re-

sponse to misinformation is via increasing trust in the content that is shared in the com-

munity (Hermida et al.| 2012)). That is, many people are more likely to trust what their

networks share (Hermida et al., |2012)) and less likely to question content that is shared

by their networks (Hermida et al., 2012). As a result, the content that is shared by an

individual’s communities are more likely to be perceived as true (Geeng et al., [2020)).

Second, the structure of social networks within and across online communities play a

role in how misinformation spread and has its impacts (Friggeri et al., 2014} Lazer et al.,

2017; [Lerman et al., [2016). For example, online communities might form homophilous

network structures, where there are more connections among people who share similar

views (Osmundsen et al., 2020; Quattrociocchi et al., |2016). Such networks make people

more likely to be exposed to consonant information, and less likely to observe arguments

that might challenge their view (mut} 2006} |Smith et al., 2013; Conover et al., 2011; |Adamic|

and Glance), 2005} Bishop and Myers, [1974; Burnstein and Vinokur], [1973; [Huckfeldt et al.,

2004; |Scheufele and Krause, [2019). For example, examining two polarized communities

on Facebook, science and conspiracy communities, |Quattrociocchi et al| (2016) show that

people of each community tend to be connected only with like-minded people and not
to interact with people of the other community. In such networks, people’s views are
less likely to be challenged, leading many individuals to become more confident in their

views 1999). Homophily can also explain why people in the same network are

more likely to believe in the same rumor (DiFonzo et al., [2013). This way, networks that

connect similar individuals make it possible for misinformation to spread more quickly
within a community.
Third, social norms are another key mechanism by which online communities play a role

in the spread of misinformation and its impacts. Social norms refer to people’s perceptions

36



around what others do (i.e., descriptive norms), what others approve of and what they

condemn (i.e., injunctive norms), and how an individual thinks they are expected to behave

(i.e., subjective norms) (Rimal and Real, 2003} Cialdini and Trost, |[1998)). These perceptions,

combined with the desire to be liked or to obtain approval from others, can influence people’s

behaviors (Rimal and Real, 2003} |Cialdini and Trost| 1998). These behaviors include the

types of content that people share within their community (Olson and Zanna, 1979; |Atkin,

11985; [And1 and Akesson, 2020} Park et al. 2012; Wojcieszak et al., 2020)), and the way

they identify misinformation and respond to it (Colliander} [2019; Koo et al., 2021} |Gimpel

2021). For example, descriptive norms around content sharing (i.e., perceptions
about what other members of the community share) can influence the perceived popularity

of certain information. The perceived popularity of a claim in turn increases its perceived

reliability (Bacon, 1979; Begg et al., [1992)), making it more likely to be accepted as true.

Injunctive norms can influence people’s perceptions about what a community approves
or disapproves of sharing. People also form perceptions about how they are expected to

behave (i.e., subjective norms), which influence their decision about whether or not to share

a piece of content (Colliander} 2019). Perceptions of social norms can also influence the way

people assess and respond to misinformation (Colliander} [2019; Koo et all [2021; |Gimpel

2021)). For example, people who perceive of correcting misinformation as a common

practice within a community may be more likely to correct misinformation themselves

ot al] [2021).

At the same time, individuals’ may have inaccurate perceptions of social norms (Ri-

mal and Real, |2003). Such misperceptions can contribute to the “majority illusion ef-

fect” (Kempe et al.l 2003), wherein a few highly connected users with misleading views

can skew the perceptions of many others and even trigger a rapid change in the commu-

nity’s view (Kempe et al., 2003} Lerman et al.| |2016). For example, misperceptions due to

majority illusion effect can make anti-vaccine views seem like the majority’s opinion, even

when they are not (Song and Gruzd, |2017; Johnson et al., 2020). The majority illusion

effect induces some people to overestimate the prevalence of their view in the population

and assume the majority share their view (Luzsa and Mayr} 2021), a concept known as

“false consensus” (Marks and Miller} 1987; [Luzsa and Mayr, [2021). Additionally, majority
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illusion can make people incorrectly think the opposite of their view is held by the majority
of the population when in fact the majority share their view, a concept known as “pluralis-
tic ignorance” (Prentice and Miller, |1996; Miller and McFarland}, 1991). As a result of the
pluralistic ignorance effect, group members may behave contrary to their own preferences
in favor of what they think is popular. The pluralistic ignorance effect may be a key factor
that contributes to people’s hesitation to correct perceptions of others about misinforma-
tion (Lewandowsky et al., 2012). Thus, the perception of social norms can play a key role

in how communities respond to and spread misinformation.

2.3.4.2 Community-Based Strategies Used to Address Misinformation

Despite the significant role of online communities in the spread of misinformation and
its impacts (Discussed in Section , much less attentions has been paid to designing
around community factors that contribute to the spread of misinformation. We found only
two interventions that are designed based on community factors for this purpose (Andi and
Akesson, |2020; Bhuiyan et all 2021a). We found several interventions that leverage the
crowds to improve the efficacy of approaches that aim at identifying misinformation (Kim
et al., |2018; [Nguyen et al., [2018b,b). However, these interventions are not designed around
the community-oriented factors of misinformation spread.

In one case, Andi and Akesson! (2020)) investigate whether a social norm-based nudge can
result in sharing less misinformation. To do so, they use a message that inform participants
about the abundance of false information online and warns them that most responsible
people think twice before sharing a piece of news with their networks (i.e., descriptive
norms intervention). The message is displayed above the articles that the participants see
and reads as “NOTICE: There is a lot of misleading and false information online. Most
responsible people think twice before sharing content with their friends and followers”. The
participants who were nudged using this message expressed less willingness to share false
information. However, it is not immediately clear whether the result is solely due to priming
effect of informative message about the abundance of false information, or due to conformity
to social norms.

In another case, Bhuiyan et al. (2021a) employed a nudge-based intervention based
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on users’ collective opinion on a report. This nudge is designed to highlight the number
of question marks in the comment section, and is named as the questionable nudge. To
investigate the efficacy of this approach, |Bhuiyan et al.|(2021a)) designed a browser extension
for Twitter, named NudgeCred. Through a five-day field experiment, they demonstrate the
NudgeCred influenced the perceived credibility of the content. That is, the participants
rated posts with questionable nudge as less credible.

A few other studies leverage online crowds to improve the efficacy of automatic fact-
checkers (Kim et al.l 2018; [Nguyen et al., 2018b). For example, Nguyen et al.| (2018b])
combine machine learning techniques with the crowd annotations to improve the efficacy of
fact-checking approach in terms of predictive performance, its speed, as well as interpretabil-
ity of the the predictive model. In particular, the crowd helps to provide explanations about
the reputation of the news source to improve acceptance of the outcome of the model. The
provided explanations about the reputation of the news source improved users’ satisfaction
and trust in model predictions. While the presented model improves transparency of the
outcome, and helps speeding the fact-checking process, the focus of this study is not on
leveraging the influence of community-oriented factors to impact response to misinforma-
tion. Instead, the model still focuses on identifying individual pieces of misinformation, and
helping online users to be informed of the credibility or lack of credibility of different news

sources.

2.3.5 Discussion: Consequences that arise from an individualistic focus

on addressing misinformation

This section argues that neither a focus on individual pieces of misinformation (either based
on attributes of content itself or based on attributes of the source of content) nor a focus on
individual users will be sufficient in addressing the issues associated with misinformation.
To do so, it first highlights a series of two implicit assumptions that our analysis reveals in
approaches that focus on individual content or users. In practice, we argue, these assump-
tions rarely hold. Second, it points out blind spots that arise from a focus on individual
content (either based on the content itself or its source) or on individual users. These blind

spots occur in part because this individualistic focus makes crucial aspects of the issues
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around misinformation either less readily apparent or entirely out of scope.

2.3.6 Assumptions

2.3.6.1 Humans are rational actors persuaded by additional or corrective in-

formation.

Most individual-focused approaches are predicated on the assumption that individuals are
rational actors who engage in logical reasoning about the content view. Many such ap-
proaches provide additional, corrective information or alternative stories. For example,
TwitterTrails (Metaxas et al.,[2015, p. 71) “does not answer directly the question of a story’s
validity, [but] it provides information that a critically thinking person can use.” Implicitly,
a person with more information will make the correct decisions. Many other interventions
similarly provide additional information to help the user be more informed (?Kirchner and
Reuter, [2020; Chan et al., [2017; Lewandowsky et al., [2012).

However, much of an individual’s decision-making stems from sources other than pure
rationality. Self-perceived rationality of the content and its source (Kow et al. 2019),
community narratives (Sloman et al., 2018), motivated reasoning (Kunda) 1990; Kahan)
2012), familiarity bias (Swire et al., 2017b) and other factors can have a greater influence
than purely providing more information. For example, people may even know a piece
of content is untrue and still spread of anyway for reasons such as signaling their social
identity (Buchanan|, 2020). In such cases, providing additional or corrective information is
less likely to influence an individual’s decision about sharing misinformation.

Furthermore, [Lazer et al| (2018) discuss how tools that attempt to provide corrective
information, such as fact-checkers, can actually reinforce the false information they seek to
correct. This downside occurs via a two-step process. First, fact-checkers simply increase
the familiarity with claims that are false, contributing to familiarity bias. Second, familiarity
bias makes people more likely to accept information that is familiar to them (Schwarz et al.)
2007; Begg et al., |1992; |Swire et al.l |2017b; Thorson) 2015; Hasher et al., |1977). This way,
familiarity bias further contributes to the spread of misinformation and its impacts (Lazer

et al.,2018]). However, approaches such as fact-checkers that hinge on identifying individual
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pieces of untrue content, not only fall short in addressing the broader effects of familiarity
bias, but also contribute to the strength of this phenomenon. As a result, these approaches
are less likely to influence people’s response to the spread of misinformation and not suffi-

cient in mitigating its impacts (Lazer et al., 2017; |Garrett and Weeks, 2013)).

2.3.6.2 FEach individual encounter with misinformation occurs in isolation.

The individualistic approaches we reviewed make it difficult to account for the role of prior
beliefs and the social contexts in which individuals encounter misinformation. However,
as discussed throughout Section 7?7, an individual’s prior beliefs (Nickersonl 1998; Moravec
et al., 2018), as well as the social context in which misinformation is encountered, can drive
an individual’s response to misinformation.

For example, if corrective or additional information contradict an individuals’ prior be-
liefs, it is less likely to change the person’s opinion about the original misinformation (Lazer
et al., |2017)). Indeed, corrective or additional information might even fuel “backfire ef-
fect” (Anderson et al.l [1980; |Garrett and Weeks, 2013; Nyhan and Reifler, 2010). This
effect occurs because many people do not assess information objectively (Nickerson, [1998;
Moravec et al., 2018). Instead, they process information to confirm to their preexisting be-
liefs, a phenomena known as‘motivated reasoning” (Flynn et al., 2017; Kundal [1990; Kahne
and Bowyer, 2017)). For example, if the corrective information is perceived as an identity
threat, people can become more defensive and bring different reasons to counter the correc-
tive information (Kunda, 1990; Kahan, 2012; Lodge and Taber, 2013)). This phenomenon
can in turn strengthen their beliefs in the original false information.

Additionally, many people trust information that is shared by their network (Hermidal
et al., [2012) and often accept such information at face value (Geeng et al., 2020)). In such
cases, corrective or additional information is less likely to change people’s opinion about
the original misinformation (Lazer et al., [2017)).

Furthermore, social contexts in which people encounter misinformation influence peo-
ple’s perceptions of what that community accepts and what that community condemns (Pic-
colo et al., 2020). Such perceptions play a role in the assessment of information and the

way people respond to misinformation. However, the individualistic approaches that we
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reviewed implicitly assume individuals identify and respond to misinformation only based

on misinformation itself.

2.3.7 Blind spots

2.3.7.1 The social context(s) in which people encounter misinformation.

People’s response to different content is not only a function of the content itself, or even
individuals’ knowledge about the content (Lazer et al., 2017; Nickerson, 1998; Moravec
et al., 2018)). Rather, people’s response to misinformation is influenced by different factors,
including the social context in which they encounter misinformation and the ways others
within a community engage with and respond to misinformation (Colliander} 2019; Koo
et al., [2021; [Sunstein and Vermeule, [2009; Phadke et al., 2021). For example, due to a
desire to gain social approval, people may consider how others respond to an issue, such as
in comments (Geeng et al., 2020), when deciding on how to respond to it themselves (Piccolo
et al., 2020).

As a result, even if identifying all the false or misleading arguments were possible, and
even if it was possible to combat misinformation by influencing individual responses to
misinformation, it is not sufficient to address misinformation only based on misinformation

itself.

2.3.7.2 Statements that are factually true but misleading.

Approaches at content level only focus on and evaluate the truth value of individual claims.
However, not all misleading claims are factually incorrect. In many cases, the actors state
their argument based on factually correct pieces of content, but reshape the true statements
and fit the pieces together to push a misleading argument (Starbird et al. 2019)).

For example, actors with anti-vaccine beliefs might argue vaccines include certain chemi-
cal ingredients, e.g.: “Thimerosal is a mercury-based preservative used in vaccines. mercury
is a known neurotoxin.” Both of these statements are factually correct. However, the actors
who spread the content, purposefully omit the fact that medical research suggests that the

portion of these chemical ingredients in vaccines is safe for the human body (reu, 2020)). For
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another example, anti-immigrant groups often argue that immigrants take away jobs from
American workers (Borjas, 2016)), thus claiming that immigrants are a threat to Americans.
However, they do not mention that immigrants create new jobs by forming new businesses,
paying taxes, and contributing to the productivity of businesses in the U.S. (Sherman et al.,
2019)).

Indeed, for these misleading arguments to be influential, they need to be stated based on
a core of verifiable information (Bittman| 1985). Thus, approaches that solely focus on the
truth or falsity of individual pieces of content simply are unable to recognize such instances

of misleading arguments that are based on factually true statements.

2.3.7.3 The systemic nature of the impacts of misinformation.

The individualistic approaches draw attention away from the way an online community
as a whole responds to misinformation. The response of a community to misinformation
is influential on the way people perceive a community, and make inferences about what a
community as a whole accepts and what the community disapproves of (Piccolo et al., |2020;
Rimal and Real, 2003). These perceptions about a community influence how one thinks
they are expected to behave within a certain community (Chung and Rimal, [2016). These
behaviors include responses to misinformation.

However, a community is more than the aggregate of its members, and the response of a
community to misinformation goes beyond an aggregation of the responses of its individual
members to misinformation. Thus, the overall community response cannot be improved
simply via changes in individual responses to specific pieces of misinformation. Rather, the
response of a community to misinformation is also influenced by other properties of the
community, including the pattern of interactions, norms of content selections and content
sharing, and the way the community as a whole views various issues. Together, these
properties and the perceptions they create form how a community as a whole responds to
misinformation, and impact the response of its members to various issues.

The individualistic approaches draw attention away from the broader, systemic issues
to which the spread of misinformation contributes. For example, the circulation of misin-

formation can cause long-term attitudinal and behavioral shifts (Zhu et al.l 2012; Pluviano
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2017). As another example, the spread of misinformation allows actors with polit-
ical goals to influence and reshape social structures and the types of conversations that

take place around certain issues, as well as the arguments that are heard more within a

community (Starbird et al., [2019). Manipulating social structure for political goals can

contribute to broader impacts of misinformation, including the rise in polarization (Bakshy

et al., 2015; [Starbird et al, 2019; [Lazer et al. 2018 Stroud, 2010), amplifying political di-

visions among a society, and undermining faith in authorities and science (Hamilton et al.,

2015; [Lewandowsky and Oberauer}, 2016). These broad, systemic impacts of misinformation

can be more harmful than the spread of factually incorrect content (Anderson and Rainie,

2020)). However, focusing primarily on individual pieces of content or users constrains our
vision, both in terms of what misinformation can do to online communities and in terms of

how we might most effectively respond.

2.3.8 Summary

To reiterate, as discussed throughout this section, current approaches of combating misin-
formation usually treat misinformation as individual pieces of content that need to be ad-

dressed. Given the definition of misinformation as “false or misleading information” (Lazer

et al., 2018 [Wardle et al.,|2018; Starbird et al., 2019), which refers to information as pieces

of content, this finding is perhaps unsurprising. However, in addition to the content of
misinformation, there are other factors that drive an individual’s response to misinforma-
tion, including their prior beliefs, as well as the social contexts in which they encounter
misinformation.

In addition, while misinformation itself refers to false or misleading information, its
impacts go beyond misleading people about individual factually untrue statements. There-
fore, rather than completely abandon the existing approaches of combating misinformation
that focus on individual pieces of misinformation, we should instead complement those ap-
proaches with interventions that address the broader, systemic nature of misinformation

and its impacts.
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2.4 Contributions and Future Work Directions

This chapter contributes to advancing our understanding of the scope of misinformation. It
provides a comprehensive review of the factors that are involved in the phenomenon of mis-
information, and acknowledges that misinformation is indeed broader than individual pieces
of false and misleading content. In addition, it shows that the impacts of misinformation
are similarly beyond misleading individuals about individual pieces of content. Specifically,
it highlights the involvement of community oriented factors in the spread and impacts of
misinformation on individuals, as well as the way they contribute to the broad community
level effects of misinformation. This chapter also conducts a review of approaches that are
designed to address misinformation and its impacts. Despite the various factors involved in
the phenomenon of misinformation, however, it demonstrates that most prior approaches
that are designed to study and address misinformation bound the scope of this phenomenon
to individual pieces of false and misleading content. That is, they aim to address the im-
pacts of false and misleading content at the individual level, and overlook the involvement
of other factors, especially community oriented factors in this phenomenon. This individu-
alistic focus on misinformation and overlooking the role of other factors involved results in
broad impacts at the community level.

This chapter advocates for adopting an ecological approach to account for and address
the broader scope of misinformation. An ecological approach enables us to go beyond current
individualistic approaches, and account for the various factors involved in the information
ecosystem that contribute to misinformation and its impacts. It enables us to consider
the important role of community-oriented factors in the spread and impacts of misinforma-
tion at the community level, which have been largely neglected by existing individualistic
approaches.’

Indeed, there is a wealth of different community-level processes that could be relevant.
These processes include familiarity bias, social network structures, majority illusion, among
many others (Kempe et al., 2003; Schwarz et al., [2007; Begg et al., [1992; |Swire et al.,
2017b; [Thorson, 2015; Hasher et al. [1977; Huckfeldt et al) [1995; Hermida et al., 2012;

Geeng et al., [2020; DiFonzo et al., 2013). The activities of community members either
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directly or indirectly play a role in most of these mechanisms, thereby contribute to the
impacts of misinformation at the community level. In particular, the response of community
members to the world’s events influences perceptions about what people in the community
do, what they approve of, and how they expect other members to behave with respect to a
certain event. Such perceptions are referred to as perceived norms (Rimal and Real, |2003;
Rimal et al., [2005). Perceived norms in turn influence people’s behaviors (Rimal and Real,
2003; |Teunissen et al., 2012; |Masur et al., [2021). As perceived norms significantly influence
people’s behavior in various contexts, in particular in the context of misinformation (Kim
et al., [2020; |Colliander, 2019), it is important to both protect them from the impacts of
misinformation. At the same time, it is also important to investigate approaches to design
around the influence of perceived norms in mitigating the impacts of misinformation at
the community level. Thus, the next chapter examines how misinformation contributes
to perceptions about social norms and explores the potential of online communities in

mitigating the community-level impacts of misinformation.

46



Chapter 3

The Mechanisms by which
Misinformation Impacts
Perceptions of an Online

Community’s Norms

This chapter investigates the mechanisms by which individuals perceive the norms of an
online community around conspiratorial content and related misinformation. In particular,
motivated by the insights from prior work on norm perceptions (Matias, 2019; |Colliander],
2019; Masur et al., [2021)), it examines the role of the prevalence of false and misleading
content, the community response to such content, and the community’s established rules on
norm perceptions. To do so, it employs an experimental approach, and using simulation-
based studies, it manipulates and examines the effects of the aforementioned elements on
norms perceptions. Moreover, this chapter investigates whether and how perceptions about
a community’s norms around misinformation might lead to broader impressions taken about
a community. The remainder of this section describes the significant role of perceived norms
within the contexts of misinformation and delves into the potential effects misinformation
may have on this community-oriented aspect. Next, it describes the methods taken to

examine the mechanisms of perceived norms, followed by a discussion of the results, and
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broader implications thereof.

3.1 Introduction and Motivations

As discussed in Chapter [2| online communities play a significant role on how people perceive
and interpret the events around them, thereby influencing their responses to surrounding
misinformation about those events. For example, the way a community responds to con-

spiratorial content (e.g., sharing, liking, commenting) can significantly contribute to the

influence that such content has (Begg et all 1992; [Swire et al., 2017bj; Thorson, [2015}

Hasher et al., [1977; Hermida et al., 2012} |Geeng et al.| [2020; (Colliander, [2019), both at the

individuals level and at the broader community level. At the individual level, prior work has

shown how the activities of community members contribute to the exposure of other mem-

bers to conspiratorial content (Anspach, |2017)), thereby influencing their opinions about and

their responses to such content (Colliander} |2019; |Gimpel et al., 2021). However, less work

has investigated the community level effects of members’ responses to such content, such

as perceived norms around conspiratorial content, increasing political polarization (Mackie

1986), or mistrust in science and authorities (Bicchieri et all 2021)). In particular, the re-

sponse of community members to an event influences perceptions about what people in the
community do, what they approve of, and how they expect other members to behave with

respect to a certain event. Such perceptions are referred to as perceived norms (Rimal and

Real, |2003; |[Rimal et al., 2005). Perceived norms in turn influence people’s behaviors (Rimal

land Real, 2003} Teunissen et al., 2012; Masur et al., 2021). Indeed, prior work demonstrates

the influence of perceived norms on people’s behaviors in a variety of domains, from drink-

ing habits (Teunissen et al. 2012), to decision making about the disclosure of personal

information online (Masur et al., 2021)), to individual language use (Allison et al., [2019).

Recent work has specifically acknowledged the role of perceived norms on the way people

respond to misleading and conspiratorial content (Koo et al., 2021} |Colliander, [2019).

As acknowledged by prior work (e.g., Matias|, 2019} Findor et al., 2021; Roozenbeek et al.,

2020)), perceived norms are important not only by influencing individual behaviors, but also

through their broad impacts. Examples include the ways perceived norms contribute to
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social tolerance of certain actions (e.g., |Findor et al. 2021; Oyamot Jr et al., [2017)), es-

calated behaviors (e.g., 2019)), and impressions about popularity of (dis)trust in
science (Constantinou et al. 2021; Imhoff and Bruder, 2014} Roozenbeek et al., [2020),

among others. Each of these impacts can have important consequences. For instance, per-
ceptions of social tolerance impact not only the way people respond to individual actions,

but also the impressions that people take about a community’s opinions as a whole around

different topics (e.g., homosexual marriage Oyamot Jr et al.,[2017; Wei, |2018), (e.g., manda-

tory vaccination Findor et al., [2021)). In addition, perceived norms can impact expectations

around escalated behaviors, where people form exaggerated perceptions about a commu-

nity’s norms and consider escalated behaviors as normative as well (Sutton and Douglas,

2022} Matias|, 2019). These perceptions in turn can influence expectations about how a

community responds to such attitudes. Thus, it is important to investigate the ways by
which perceived norms are formed and to explore strategies to design around them.
However, relatively less is known about the mechanisms by which norms around con-
spiracy theories and related misinformation are perceived in online communities. In other
contexts, prior work has explored various mechanisms to manipulate the perceived norms

of a community. Examples include the prevalence of content exhibiting certain behav-

iors (Bicchieri, |2005; (Cialdini et al., [1991; (Cialdini and Trost|, [1998; Masur et al., [2021)),

the response of community members to those behaviors (e.g., via supportive or opposing

comments) (Colliander, |2019; Koo et al., 2021} |Gimpel et al 2021), and the expectations

established by the community (e.g., explicit rules on social media platforms) (Cialdini and

|Goldstein, 2004; [Matias, [2019). With one exception (Masur et al., 2021)), these prior stud-

ies employed these mechanisms to manipulate social norms (e.g., using confederates) and
explored the effects of those norms on individuals’ behaviors, but they did not directly
measure whether these mechanisms actually influenced participants’ perceptions of those
norms. Thus, it is not clear whether the effects of these mechanisms on an individual’s
behaviors occur through influencing perceived norms. In addition, it is also not clear by
which of these mechanisms a community’s norms are most readily perceived in the context of
conspiratorial content and related misinformation. Furthermore, little is known about how

perceived norms around conspiratorial content might then lead to other broad impressions
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about online communities.

Therefore, this chapter investigates the effects of the aforementioned mechanisms on
perceived norms around conspiratorial content and related misinformation in online settings.
To do so, it presents experimental studies that focus on perceived norms around anti-vaccine
conspiracies and related misinformation. These experiments investigate how the previously
mentioned mechanisms (i.e., the prevalence of certain behaviors, the community’s response
to such behaviors, and the presence or absence of explicit community rules) can influence
norm perception, as well as the broader impacts of such perceived norms.

The results from the conducted experiments provide insights about how the prevalence
of misleading content, even when constituting a minority of posts in the feed, impacts
different types of perceived norms and broader impressions about the community. However,
the way other members of the community respond to such content can also strongly impact
norm perceptions, thus in some cases mitigating the effects of misleading content on norm
perceptions. In addition, while prior work suggests that making a community’s rules explicit
might impact individuals’ behaviors (e.g., Matias, [2019), none of the conducted experiments
support the effects of this intervention in addressing the perceptions about a community’s
norms. Moreover, perceived norms contribute to broader expectations about the community
as a whole. Specifically, people’s perceptions of norms regarding a certain conspiracy theory
guide their expectations around how the community would respond to other conspiracy
theories not directly observed in the community, as well as expectations around escalated
behaviors both within and outside the community. The chapter offers a nuanced discussions
of the implications that the findings suggest for the design, policies, and governing online

communities.
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3.2 Related Work on Social Norms and Their Roles on Re-
sponse to Conspiratorial Content and Related Misinfor-

mation

This section reviews prior work on the definition and impacts of social norms. It illustrates

two different types of social norms, known as collective norms and perceived norms (Rimal

land Real, 2003; Rimal et al. 2005; |[Rimal and Lapinski, [2015), and highlights the impor-

tance of perceived norms compared to collective norms on people’s behavior. It illustrates

how perceived norms influence people’s behaviors in a variety of subjects (e.g., Teunissen

let al, 2012; [Lindstrom et al. 2018 Masur et al., [2021} Bursztyn et all, [2020; [Cialdini and

Trost|, (1998 Rimal and Real, [2003; Rimal and Lapinski, 2015). Next, it outlines the role

that perceived norms play on individuals’ response to conspiratorial and related misinfor-

mation (Koo et al., 2021} Colliander, [2019; |Gimpel et al., [2021)).

3.2.1 Social Norms: A key Mechanism that Impacts Individuals’ Behav-
ior

Social norms are defined as “rules or standards that are understood by members of a group,

and guide and/or constrain social behavior without the force of law” (Cialdini and Trost,

1998, p. 152). Social norms influence people’s opinions and behaviors in a variety of

subjects (e.g., Teunissen et all 2012; Lindstrom et al., [2018; Masur et al., |2021; Bursztyn|

ket al., 2020; Rimal and Real, 2003). For example, norms of underage or excessive drinking

influence people’s opinions about acceptable drinking habits and can in turn influence their

own consumption patterns (Olds and Thombs, 2001} |Oostveen et al., [1996). What matters

here is not the actual prevalence of underage or excessive drinking, referred to as collective

norms. Instead, it is perceived norms, perceptions of others’ behaviors (Rimal and Real,

2003; |Cialdini et al.,|1990; [Lapinski and Rimal, 2005} Chung and Rimal, |2016), that influence

an individual’s opinions and behaviors. People’s perceptions of norms (i.e., perceived norms)

can diverge from the actual norms (i.e., collective norms) (Lapinski and Rimall 2005)). For

example, students often held exaggerated perceptions about the prevalence of drinking
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(Perkins and Berkowitz, [1986]). Such perceptions influence some individuals to rationalize

their own excessive drinking habits (Lapinski and Rimal, 2005]).

The stronger influences of perceived norms compared to collective norms occurs for

at least three reasons (Rimal and Real, 2003} Oostveen et al., 1996; |Olds and Thombs,

2001)). First, prior studies show that many people are often poor at estimating collective

norms (Perkins and Berkowitz, 1986; McAlaney et al., |2011). For example,

Berkowitz| (1986) show students tend to perceive alcohol consumption as more prevalent

than it actually is. These perceived norms influence people to believe their alcohol con-

sumption patterns are within the prevailing norms of their community (Oostveen et al.,

11996} Olds and Thombs| 2001). Second, people cannot make inferences about others’ ac-

tual beliefs independent of their own perceptions of others’ beliefs and attitudes (Rimal and|
2003)). That is, individuals’ knowledge about others’ beliefs and attitudes is influenced

by their perceptions and interpretations of their social interactions with others, which is

inherently subjective (Lapinski and Rimall 2005). Third, prior work demonstrates that even

if people are informed about others’ actual views, still their behaviors are influenced more
by their perceptions of others’ behaviors compared to others’ actual behaviors
2009).

There are three types of perceived norms, which refer to people’s perceptions of what
others do (i.e., descriptive norms), what others approve of and what they condemn (i.e.,

injunctive norms), and how an individual thinks they are expected to behave (i.e., subjec-

tive norms) (Rimal and Real, 2003; (Cialdini and Trost, [1998; |Cialdini et al., [1991; |Chung

land Rimal, 2016). All three types of perceived norms can influence people’s behaviors via

different mechanisms (Rimal and Real, [2003; [Smith et al., 2007; [Park and Smith, 2007)).

For example, observing a behavior repeatedly within a community leads people to perceive

the behavior as part of the community’s norms (i.e., descriptive norms) (e.g.,

land Garryl, [1976; |Schroeder and Prentice, 1998)), and a desire for social conformity increases

the likelihood of people exhibiting that behavior themselves (Rimal and Real, 2003; Rimal

, 2005). As another example, when people perceive a certain behavior as approved

by a community (i.e., injunctive norms), they are more likely to approve of the behav-

ior and adopt it themselves (Cialdini et al., [1991}; |[Lapinski and Rimal, 2005). Similarly,

52



people’s behavior is influenced by their perceptions of others’ expectations (i.e., subjective

norms), due to their desire to avoid risking interpersonal harmony by going against others’

expectations (Chung and Rimal, [2016).

In online communities, perceived norms can similarly influence people’s impressions

about popular opinions and behaviors, and consequently impact their opinions and behav-

ior (e.g., Matias| 2019; [Masur et al., 2021} |Rashidi et al., [2020; Dym and Fiesler, |2018])). For

example, people’s opinion about acceptable language in online discussion , 2019
Hovy and Yang, [2021)), privacy concerns (Masur et al) 2021} Rashidi et al. |2020; Dym|

land Fiesler, |2018)), reliability of different pieces of news (Colliander| 2019; Gimpel et al.,

2021} Park et al., 2012) and views of different events (Wojcieszak et al., 2020; Phadke et al.,

2021)) are shaped based on what they perceived as prevalent among (i.e., descriptive), and
approved of (i.e., injunctive), by others within their community.
While numerous studies acknowledges the influence of perceived norms online, the mech-

anisms by which norms have their influences online may have some differences with those in

offline settings. For example, anonymous online settings (Deutsch and Gerard, [1955; Levy,

1960), lack of nonverbal cues (Bargh et al., [2004), among others, can impact the ways by

which people perceive and are influenced by social norms. Therefore, it is important to

explore the mechanism by which norms are perceived and impact online communities.

3.2.2 The Role of Perceived Norms on Individuals’ Response to Conspir-

atorial Content and Related Misinformation

Perceived norms particularly influence people’s behavior around conspiratorial content and

related misinformation (Andi and Akesson, 2020; Park et al. [2012; [Wojcieszak et al., [2020;

|Colliander}, [2019; [Koo et al., 2021} |Gimpel et al., [2021} |Sloman et al., 2018). Specifically,

perceived norms play a role on the types of content that people share within their commu-

nity (Olson and Zanna, 1979; Atkin, |1985; And1 and Akesson, [2020; Park et al., 2012; Woj-|
cieszak et al., 2020), and the way they identify misinformation and respond to it (Colliander

2019; Koo et all 2021} |Gimpel et al., [2021). For example, |Colliander| (2019) demonstrates

that many people’s perceptions of news credibility are influenced by the responses of others.

That is, if others point out the news is fake, they are more likely to consider it as fake news
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as well, and less likely to share it (Colliander, 2019)). In an experimental study, Andi and
Akesson| (2020) design an intervention based on descriptive norms, wherein participants are
shown a message that suggests most people think twice before sharing news. They show
that displaying this normative information can make people less likely to share fake articles
and illustrate this influence occurs due to norm conformity to descriptive norms. In an-
other experiment, however, Gimpel et al. (2021]) show that injunctive norms most strongly
influence people’s response to fake news compared to descriptive norms. Specifically, they
show that highlighting reporting fake news as a socially desired behavior using an injunctive
norm intervention leads to higher reporting rates for fake news, while descriptive norms do
not have such an effect. Koo et al,| (2021)), instead of manipulating perceived norms and
investigating their effects, directly ask participants about perceptions of norms of correct-
ing misinformation. Specifically, they ask, “If a typical American has posted information
that was made-up, how likely is it that they will correct it?”. Their analysis reveals that
perceived norms around self-correct influence individuals to self-correct themselves.

The impacts of perceived norms are particularly significant when people try to make
sense of conspiracy theories (Xiao et al. 2021} [Phadke et al. 2021; |Cookson et al., [2021)).
Indeed, conspiracy theories are often associated with incomplete, uncertain data (Xiao et al.|
2021; Phadke et al., 2021)). To deal with such uncertainty, many people tend to look to
others’ behavior for guidance about appropriate behaviors (Moravec et al., 2018; [Walther
et al., |2002; Smith et al., 2007). To deal with uncertainly involved in conspiracy theories,
people similarly look at how others respond to such arguments as guidance (Xiao et al.,
2021; (Cookson et al., [2021). Given the role of perceived norms around conspiracy theories,

it is important to explore the mechanisms by which these norms are perceived.

3.3 Mechanisms of Perceiving a Community’s Norms in an

Online Context

While a growing body of work acknowledges the role of perceived norms on individuals’
response to misinformation (e.g., |Colliander} 2019; |And1 and Akessonl 2020; |Gimpel et al.,

2021} Koo et al., |2021), relatively less work has explored the mechanisms by which norms
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around conspiracies and misinformation are perceived.

Studies in other contexts have provided insights into how individuals might perceive
norms in offline and online settings. In offline settings, observing a behavior as common
among others is a key source of information that influence individuals’ behaviors around
various topics (Bicchieri, |2005; (Cialdini et al., 1991;|Cialdini and Trost|, 1998). This influence
could potentially occur via influencing the perceived norms (Cialdini et al. [1991)). Indeed,
recent work has explored and acknowledged that observing common behaviors of others
regarding privacy practices influences people’s privacy settings in online settings (Baumer
et al., 2017; Masur et al 2021} Trepte and Reinecke) 2011)). For example, if others within
the community have private profiles, participants are more likely to have private profiles
as well (Masur et al., 2021)). |Masur et al.| (2021) show that this influence occurs through
influencing perceived norms around privacy concerns. We hypothesize that this relationship
between observing exhibitions of common behavior and perceived norms will similarly hold
in the context of conspiratorial content and related misinformation. More precisely, we posit
that the prevalence of posts that exhibit anti-vaccine behaviors in an online community
results in a higher perception of norms around anti-vaccine behavior.

H1: Seeing a higher prevalence of posts with anti-vaccine content will result in higher
participants’ perception of norms about anti-vaccine beliefs and behaviors. This includes
(H1.a) descriptive, (H1.b) injunctive, and (H1.c) subjective norms.

Another element that influences individuals’ response to various issues is how other peo-
ple respond to it (Colliander} 2019; Koo et al., 2021; |Gimpel et al 2021)). For example, as
discussed in Section many people tend to read others’ comments to a piece of content
when deciding whether or not to share it, and how to respond to it themselves (Collian-
der, 2019). This influence becomes strong when the situation involves uncertainty (Smith
et al., 2007; Moravec et al., 2018; Walther et al., 2002), which is particularly true regarding
conspiracy theories and related misinformation. This work aims to investigate whether this
influence of others’ responses occurs via influencing perceived norms.

H2: When users respond to anti-vaccine content with support, participants’ perceptions
of norms about anti-vaccine beliefs and behaviors will increase, and when users respond to

anti-vaccine content with opposition, participants’ perceptions of such norms will decrease.
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This includes (H2.a) descriptive, (H2.b) injunctive, and (H2.c) subjective norms.

Another source of information that informs people about community’s norms can be
through the expectations established by institutions (Cialdini and Goldstein) |2004])), espe-
cially when institutions indicate the ways by which those expectations will be enforced (Re-
iter and Samuel, [1980; De Kort et al., |2008). For example, Matias (2019) demonstrates
that providing normative information in the form of community rules decreases unruly and
harassing conversations. Matias (2019) argues that these effects occur by influencing per-
ceptions around what is normative in a community. In this study, we explore whether
displaying a community’s rules actually influences perceived norms, and will similarly hold
in the context of anti-vaccine content.

H3: Seeing a community’s established rules about misinformation will result in lower
participants’ norm perceptions of anti-vaccine beliefs and behaviors. This includes (H3.a)

descriptive, (H3.b) injunctive, and (H3.c) subjective norms.

3.4 From Perceived Norms to Broader Perceptions about a

Community in an Online Context

3.4.1 Perceived Norms and Social Tolerance

Perceived norms can lead people to tolerate events that they used to prohibit (Chong} 1994}
Oyamot Jr et all 2017). An individual may disapprove of a particular behavior, but if
they perceive that the community thinks that behavior is normative they may be willing
to tolerate it. For example, if LGBTQ+ behaviors are perceived as normative, individual
people who do not approve of such identities may nonetheless be willing to tolerate them
because of those norm perceptions (Findor et al., [2021).

Such social tolerance is distinct from injunctive norms, which refer to people’s percep-
tions of what others approve of. In contrast, perceived social tolerance refers to what people
believe others are willing to tolerate. These perceptions can be as important as perceived
norms, as they can affect how people choose to behave, and how they react to the behav-

iors of others (Ford et all 2001)). For example, when disparaging humor (e.g., racist or
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sexist humor) is observed as socially tolerated, regardless of whether or not this behavior is
approved by others (i.e., injunctive norms), people high in hostile sexism or those high in
racism may be more likely to exhibit such behaviors. In addition, observing these behaviors
as socially tolerated may make other people less likely to speak up against such behaviors.

In online communities, perceptions of social tolerance can similarly affect people’s be-
haviors (Findor et al., 2021; Anderson et al., |2018]). The effects include both positives
and negatives. For example, social tolerance of marginalized groups such as LGBTQ+
individuals can reduce prejudiced attitudes towards them on social media (Findor et al.,
2021)). On the other hand, social tolerance of toxic language online can increase instances of
toxic conversations (Anderson et al.l 2018} [Matias, 2019). Social tolerance of conspiratorial
content and misinformation can similarly have negative consequences. Examples include
increasing the spread of conspiracy theories and expanding their reach and influencing per-
ceptions around the popularity of such misleading theories (Kjeldahl and Hendricks|, 2018}
O’GORMAN; 1975; Prentice and Miller, [1996)).

This study examines how different elements of an online community influence percep-
tions of social tolerance of anti-vaccine behaviors. It asks:

RQ1.a: What elements in an online community (i.e., prevalence of anti-vaccine content,
the response of other users, and community rules) play a role on participants’ perceptions
of social tolerance of anti-vaccine behaviors in the community?

In addition, this study examines whether perceptions of different types of perceived
norms around anti-vaccine behaviors influence perceptions around social tolerance of such
behaviors in a community. It asks:

RQ1.b: Do participants’ perceptions of a community’s norms (i.e., descriptive norms,
injunctive norms, subjective norms) online influence their perceptions around social toler-

ance of anti-vaccine behaviors in that community?

3.4.2 Perceived Norms and Escalated Behaviors

As discussed in Section people’s perceptions of social norms are often inaccurate and
sometimes even deviated from the actual norms (i.e., collective norms) (Rimal and Real,

2003; Rimal et al., [2005). In particular, people might form exaggerated perceptions about a
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community’s norms, thereby consider escalated behaviors as normative as well (Rimal and
Real, |2003; |Rimal et al. 2005). For example, people sometimes develop exaggerated beliefs
about others’ alcohol consumption, thus consider their excessive alcohol consumption as
normative based on their inaccurate perceptions of norms (Perkins and Berkowitz|, 1986)).
Put differently, the (inaccurate) perception of excessive alcohol consumption as normative
contributes to an escalation of an individual’s alcohol consumption.

In online contexts, exaggerated perceptions of social norms can similarly lead people
to consider escalated behaviors as normative. For example, people might hold exaggerated
perceptions of norms of toxic language (Matias, 2019). As a result, they may consider
escalated toxic conversations as normative as well, while such escalated conversations are
neither pervasive (i.e., descriptive norms) nor approved by the majority (i.e., injunctive
norms), or expected by the majority (i.e., subjective norms). Perceiving escalated behaviors
of toxic language as normative can lead people to tolerate, approve of, or even engage
in toxic conversations themselves (Matias|, [2019; |(Cheng et al., [2017)). In addition, such
perceptions can discourage many people from engaging in discussions to avoid potential
consequences (Munnl, 2020; (Clapp et al., [2016).

Recent work suggests that people might similarly hold exaggerated perceptions of norms
around conspiracy theories, and overestimate the extent to which others endorse conspiracy
theories (Cookson et al., |2021). Do such exaggerated perceptions of norms around con-
spiracy theories lead to expectations around escalated behaviors around this topic? This
study examines whether and how perceptions of norms around misinformation can guide
expectations around escalated behaviors in the context of anti-vaccine behaviors. It asks:

RQ2.a: Do participants’ perceptions of a community’s norms, and/or their perceptions
of social tolerance of anti-vaccine behaviors, guide their expectations of escalated behaviors

within the community?

3.4.3 Perceived Norms and Perceived Escalated Behaviors Beyond a Com-

munity

In addition to the influence of norms and social tolerance of expectations around how

behaviors might escalate within a community, these perceptions may similarly have influence
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on expectations about escalated behavior outside a community, such as in offline settings.
Thus, this chapter also investigates this link in more detail, and asks the following questions:

RQ2.b: Do participants’ perceptions of a community’s norms, and/or their perceptions
of social tolerance of anti-vaccine behaviors, guide their expectations of escalated behaviors

outside the community?

3.4.4 Perceived Norms and Perceived Beliefs in other Conspiracy Theo-

ries

Above, we suggest that expectations about escalated behaviors online may differ from those
offline. In some ways, offline escalation represents the participant inferring other behaviors
that they have not directly observed as being likely of community members. Similarly,
participants may make inferences about community members’ beliefs based not on direct
observation of content about those beliefs, but based on perceived norms around other
content.

For example, norms of online communities can play an important role on the way com-
munity members perceive and respond to conspiracies and related misinformation (Phadke
et al., 2021} |Sunstein and Vermeule, 2009; |Cookson et al., 2021). Prior work has shown that
belief in one conspiracy is predictive of belief in other conspiracy theories (Goertzel, |1994;
Xiao et al., 2021} |Scheffer et al., [2022)). [Scheffer et al.| (2022)) argue that the tendency for
dichotomous or black-and-white thinking as one of the reasons that can explain why people
who believe in one conspiracy theory can be prone to believe in other conspiracy theories.

Thus, if members in a community are perceived as believing in one conspiracy theory,
then that perception may increase the expectation that community members similarly be-
lieve other conspiracy theories not directly related. These perceptions can then attract
people with pre-existing beliefs in such theories, leading to a homogeneous, like-minded
group. The interplay between people’s prior beliefs and the interactions with other people
with similar beliefs in such theories can contribute to reinforcing and making such beliefs
stronger, and can potentially lead to polarization of beliefs (Scheffer et al., 2022; Rodriguez
et al., 2016).

Thus, this work first asks:
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RQ3.a: What elements of an online community (i.e., prevalence of anti-vaccine content,
the response of other users, and community’s rules) influence participants’ expectations
around a community’s beliefs in other conspiracy theories?

This work then asks whether different types of norm perceptions and/or social tolerance
of anti-vaccine behaviors guide people’s expectations around a community’s beliefs in other
conspiracy theories, not directly observed in the community?

RQ3.b: Do participants’ perceptions of a community’s a) descriptive, b) injunctive,
and c) subjective norms and/or social tolerance of anti-vaccine behaviors influence their
expectations of the community’s beliefs in other conspiracy theories, not directly observed
in the community?

Figure depicts the hypotheses and the research questions discussed in this section.

RQ3.a

\ Norm Perceptlons BroaderlPerceptions

RQ3.b Beliefs in

- . . .
Prevalence Conspiracies .
of Content = g-
R — =
=4
~
Others’ RQ1.b Social

Injunctive
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Response
—
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: Within Outside
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Community Elements

Figure 3.1: We hypothesize that the prevalence of conspiratorial content (e.g., anti-vaccine content),
the response of community members to such content, and the community’s established rules impact
different types of perceived norms (i.e., descriptive, injunctive, and subjective), as well as broader
perceptions about the community (e.g., social tolerance, escalated behaviors, and beliefs in other
conspiracy theories).

3.5 Methods and Experiments

To explore the aforementioned research questions and hypothesis, two complementary between-

subject studies have been designed. The first study is conducted using a screenshot study
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to provide initial insights around whether and how the chosen mechanisms will have any
impacts on norm perceptions, and broader perceptions about the community, including so-
cial tolerance, and expectations of how behaviors might escalate in this context. Next, the
second study is conducted using a social media simulation approach to both address some
of the limitations of the first study in terms of experimental realism and the length of the
experiment, and also to build on the insights from the first study. To ensure concision,
this dissertation centers primarily on the more comprehensive study, the simulation based
study (i.e., study 2), given its alignment with the findings of screenshot study (i.e., study
1). Please refer to Aghajari et al.| (2023c) for a detailed description of study 1. This section
explains the methods for the simulation based experiment, including the procedure, experi-
mental design, measures to operationalize the key variables, and the data analysis methods.
The key findings are highlighted in the discussion section, followed by the implications

thereof.

3.6 Simulation-based Experiment

This section presents the study’s methods, including the employed social media site for
the experiment (i.e., the EatSnap.Love site), procedure, participant recruitment, the exper-
imental design, measures to operationalize our key variables, and the data analysis methods,

followed by the results and discussion.

3.6.1 EatSnap.Love - Social Media Platform for Experimental Social Me-
dia Studies

EatSnap.Love is an online web application, which enhances the design and conduction of
experimental research related to social media (DiFranzo et al., |2018). This platform was
originally created as an “Instagram for food”, and is similar to other popular social net-
working sites, such as Facebook and Instagram (DiFranzo et al., [2018). The EatSnap.Love
platform provides the basic functionality of other popular social media platforms. Specifi-
cally, the participants are able to sign up, create an account, (optionally) fill in their profile

information, browse the site and the activities of other users (e.g., check their posts, and
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their comments to others’ posts), and check the profile of other users on the site. In addi-
tion, the participants can interact with other users by liking and commenting under their
posts. This setting on EatSnap.Love achieves a high degree of experimental realism, as
reported in prior work (Masur et al., [2021; Taylor et al., [2019).

In addition to enhancing experimental realism, this experimental setting in EatSnap.Love
achieves a high degree of experimental control. In particular, within the EatSnap.Love plat-
form, researchers can simulate social interactions of online users. To do so, all the posts,
actors, and interactions on the platform are controlled by the research team. Specifically,
the other users that each participant sees and interacts with are all designed bots. This
way, in each experimental condition, every participant experiences the same social media
experience. Yet, to make the experiment look realistic, the posts are displayed dynamically,
and the replies to them also appear dynamically based on a pre-defined schedule. In addi-
tion, the programmed bots E| respond to the participants’ posts after the participants share
a post, again based on a pre-defined schedule. These responses are generic and defined
by the authors of this paper (e.g., “nice”, “love it!”). However, future research can design
conversational-Al that reply back to the particpants’ posts based on the content or their
posts, and further improve the experimental realism of this study.

In summary, on EatSnap.Love, researchers have the full experimental control to design
various social media scenarios and test their research questions, while achieving a high degree

of experimental realism. (Please check more detail on the implementations of this platform

on this |Github repository|). This simulation-based approach is employed to investigate our

research questions based on a realistic social media experience.

3.6.2 Procedure

The participants were told they were going to help with beta testing a new social network
site, called EatSnap.Love, for one day. They were instructed that they would be asked to
share their experience with the platform designers once the experiment was over. After

consenting to participate, participants completed a pre-survey with demographics. Next,

!The bots that respond to the participant’s posts are not chosen from the actors who are part of the
stimuli to avoid introducing any potential, unknown effects.
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they were randomly assigned into one of the experimental conditions, and given onboarding
instructions about the use of the EatSnap.Love website. Participants were asked to log onto
the site for a minimum of five minutes at least twice during the experiment and to post
content at least once. Participants were sent an email reminder every eight hours about
the requirements of the study. At the end of the study, participants were sent a link to a
post-study survey, and their account was deactivated.

Last, the participants were debriefed about the actual goal of the study. Specifically,
given that the study involved deceptions about how the other actors on the site were real
people, we also informed our participants that all the actors on the site were actually
programmed bots designed to post content and reply to other actors’ posts based on a
pre-defined program. We described that the purpose of this deception was to ensure that
the study was realistic, and resembled an actual social media experiment. This study was

approved by the IRB 1734046 at Lehigh University.

3.6.3 Recruitment and Participants

3204 participants were recruited from Amazon Mechanical Turk, from October 2021 to Jun
2022. Participants were compensated for their time as follows: 50 cents for attending pre-
survey, $3 for completing the activities on the site, and $2 for completing the post-survey. Of
3204 participants who submitted the pre-survey, 1770 created an account on EatSnap.Love
website. Among them, 1579 participants attempted the post-survey. This way, of the 3204
number of participants recruited for the study, 1579 participants completed all parts of the
study. The attrition rate was therefore 49.28%.

After removing the responses where participants did not finish all the steps of the ex-
periment, and the participants who did not pass a simple attention check test, the data
of 1096 participants was used for our analysis. Given the small effect size observed in the
screenshot study, the same priori power analysis is used for this simulation based study.
According to this priori power analysis, we needed a sample size of 1093 to detect a small
effect (f = 0.15) with 0.95 power. The participants reported a mean age of 37.12 (SD =
10.79). Sixty four percent of the participants (n = 706) were female, thirty three percent

were male (n = 365), less than one percent were non-binary (n = 3), less than one per-
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cent of the participants (n = 4) preferred not to disclose their gender, and less than one
percent of the participants (n = 5) preferred to self describe their gender. The majority
of our sample was white (75.15%), followed by Black or African American (9.23%), His-
panic, Latino, or Spanish (6.69 %), Asian (5.79%), all other races and ethnicity were less
than 1%. The distribution of education among participants was as follows: less than one
percent high school incomplete or less, 13.86% high school graduate, 38.60% some college
degree, 28.92% four year college degree or bachelor’s degree, 4.11% some post graduate
school but not graduate degree, and 14.87% postgraduate or professional degree. Neither
gender (x? = 6.94,p = 0.803, nor age (F(1288,11) = 0.97,p = 0.465), race (x>=90.19,

p=0.38), and education (x?= 63.11, p=0.21) differed by experimental condition.

3.6.4 Experimental Design

This study follows a 3 x 2 x 2 between-subjects experimental design. The prevalence of anti-
vaccine content are set to 5%, 30%, or 60% of the posts in the experiment depending on the
experimental condition. The community response to anti-vaccine content is manipulated
to either support or oppose the anti-vaccine posts. The community’s established rules are
present or absent depending on the experimental condition as well. The experimental setting
is designed using a simulation-based approach. Specifically, this study is conducted using a
social media site, EatSnap.Love, described in Section [3.6.1

All the posts, actors, and interactions on the platform are controlled by the research
team. In particular, the content of this experiment (e.g., posts, comments) are crafted by
the lab members at Social Design Lab, at Lehigh University. The control posts are related
to every day life (without being political), and the anti-vaccine content is gathered from
several anti-vaccine communities online, as well as from general feel on social media. Once
all the posts are created, the research team created comments for the posts. Each post
receives 3 to 5 replies, where they are displayed dynamically during the experiment to make
the experiment looks live to our participants.

Figure [3.2] shows the examples of the anti-vaccine posts designed for this study, in
addition to different types of community response to anti-vaccine posts (either supporting

the content or opposing it), and the screenshot of the community’s established rules, that
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is displayed on the participants’ news feed during the experiment.

3.6.5 Measures

3.6.5.1 Perception of Norms

To measure participants’ perceptions of norms, the scale developed by [Park and Smith
(2007) was adopted and modified to fit the focus of this study. This scale includes four
items for descriptive norms (e.g., “The majority of people on EatSnap.Love post anti-vaccine
content”), four items for injunctive norms (e.g., “The majority of people on EatSnap.Love
approve of posting anti-vaccine posts.”), and four items for subjective norms (e.g., “The
majority of people on EatSnap.Love expect others to share anti-vaccine posts.” ). All of these
items are measured using a 7-point scale ranging from 1 (strongly disagree) to 7 (strongly
agree)?| (Park and Smith| [2007). This scale demonstrated a high degree of reliability for
perceived descriptive norms (a = 0.97, M = 4.76,SD = 0.121), injunctive norms (o =
0.98, M = 4.66,SD = 0.08), and subjective norms (a = 0.91, M = 3.39,SD = 0.66). Since
this study aims to investigate the mechanisms of perceiving each type of perceived norms,

different types of perceived norms are considered as distinct factors in the analysis.

3.6.5.2 Perceptions of Social Tolerance

To measure perceptions of social tolerance of anti-vaccine behaviors, a two-part scale is
developed. The first part includes items identical to the scale used in the screenshot study
(a =0.85,M =4.77,SD = 0.11). The second part displays a post with anti-vaccine content
and asks participants’ perceptions about how EatSnap.Love community would tolerate the
post (e.g., “The majority of people on EatSnap.Love are willing to tolerate this post in
their feed.”) (o= 0.88, M = 4.74,SD = 0.10). Since these items were correlated strongly
(r between 0.68 to 0.76), we continued our analyses with a single factor to present social

tolerance of anti-vaccine behaviors a = 0.91, M = 4.75,SD = 0.15)).

2Across all measures that pertain to vaccine attitudes, higher numbers indicate greater anti-vaccine
norms.
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Figure 3.2: Figures (a) and (b) show two examples of posts with anti-vaccine content. Figure
(a) shows examples of community members’ responses to anti-vaccine content with opposition, and
figure (b) shows examples of responses to anti-vaccine content with support. Figure (c) shows a
screenshot of the community’s established rules, that is displayed on the participants’ news feed
during the experiment.
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3.6.5.3 Expectations of Escalated Behaviors

To separate escalation within the community from escalation outside the community, we
showed the participants the posts in Figure |3.3l To capture expectations around escalated
behaviors within and outside the EatSnap.Love community, we developed two distinct mea-
sures, as follows.

Ay Breanne Carman 17 hours ago @ omic Tazzart

This is the list of passport test events!
Share it everywhere!
All of the 5 locations must FAIL!

If they succeed, other businesses will
copycat and require vaccine passports.

1. Hansen Dam Recreation Center, LA
2. Michigan Stadium
3. ACM River East 21, Chicago
4. Lincoln Financial Field, Philadelphia, PA
5. Walt Disney World Resort, Orlando, FL

Please add to the list if you know of any other places!

We wil have our voice heard!
Please spread the word...hopefully works!

] @ Like F=1 W Like

Figure 3.3: Examples of posts that show escalated behaviors regarding anti-vaccine behaviors
(i.e., protesting to fight against vaccinations, and spreading a message to support an anti-vaccine
movement).

3.6.5.4 Expectations of Escalated Behaviors Within the Community

Participants were asked about the likelihood of escalated behavior online (e.g., sharing posts
that encourage the spread of an anti-vaccine movement).A six-item scale is used to measure
this factor (e.g. “The majority of people on EatSnap.Love would share this post.”, “The
majority of people on EatSnap.Love would like this post.”) (o = 0.93,M = 4.36,SD =
0.083).

3.6.5.5 Expectations of Escalated Behaviors Outside the Community

Participants were asked about the likelihood that EatSnap.love community members take
escalated behaviors outside their community (e.g., in physical world) to support anti-vaccine

activities. To do so, a six-item scale was developed (e.g., “The majority of people on
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EatSnap.Love are likely to take actions encouraged by this post.”, “The majority of people
on EatSnap.Love are likely to support this cause with their time, their money, or other
resources.”). The responses are recorded based on a 7-point likert scale, ranging from
1 (strongly disagree) to 7 (strongly agree). The scale shows a high degree of reliability
(«=0.93,M =4.11,5SD = 0.12)

The expectations about escalated behaviors beyond the community were highly corre-
lated to perceptions of escalated behaviors online (r > 0.80,p < 0.001). However, given
that this study aimed at examining whether any differences occur between the expecta-
tions about escalated behaviors within vs. outside a community, the analysis treats these

expectations as distinct factors in the analysis.

3.6.5.6 Perceived Beliefs in Other Conspiracy Theories

The initial screenshot study shows that perceptions of a community’s norms guide people’s
perceptions around the community’s behavior regarding escalated behaviors that they have
not directly observed in the community. This simiulation based study aims to examine
whether perceived norms can similarly lead to inferring the community’s beliefs regarding
content not directly observed in the community. Specifically, it examines whether percep-
tions of norms around anti-vaccine content result in perceiving beliefs in other conspiracy
theories. To do so, participants are shown two posts around two other conspiracy theories
around climate change, and the U.S. 2020 presidential election. They are asked about their
perceptions around how members of the EatSnap.Love community would respond to this
post using a 6-item measure (e.g., “The majority of people on EatSnap.Love would share
this post.”). The reliability of responses to both conspiracies posts was high (i.e., & = 0.93
for the conspiracy on climate change, « = 0.94 for the conspiracy on the election). Given
that the responses about both these conspiracies were strongly correlated (r;0.80), and that
we had little reason to interrogate separately perceptions about beliefs in different kinds of
conspiracy theories, we continued our analysis using a single factor based on the responses.

The reliability was high for the single factor scale as well (a = 0.92, M = 4.82,SD = 0.04).
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3.6.5.7 Satisfaction and Enjoyment

The participants’ satisfaction about the use of EatSnap.Love was measured using a single-
item (i.e., “How satisfied were you using EatSnap.Love?”). The scale was measured on a
7-point likert scale, ranging from 1 (extremely dissatisfied) to 7 (extremely satisfied) (M
= 3.297, SD = 1.67). Their enjoyment with EatSnap.Love was measured using a self-
developed scale with six items (e.g., “I found using EatSnap.Love entertaining”). The scale
was measured on a 7-point likert scale, ranging from 1 (strongly disagree) to 7 (strongly

agree), and demonstrated a high degree of reliability (a= 0.90, M = 5.17 , SD =0.61).

3.6.5.8 Participants Perceptions of Vaccinations

Participants were asked about how they think of vaccines and vaccinations using a self-
developed, 3-item scale (e.g., “I think vaccines are generally safe.”, “I think vaccines are
generally effective”.) The responses are recorded based on a 7-point likert scale, ranging
from 1 (strongly disagree) to 7 (strongly agree). The scale shows a high score of reliability
(a =0.89, M = 4.60,SD = 0.60).

3.6.5.9 Participants’ posts

The participants made a total of 1979 posts on the platform during the experiment. Only
6 of these posts were related to vaccines. Five posts had a pro-vaccine stance, and one post
had an ant-vaccine stance. Given the very few vaccine-related posts, and since these posts
were scattered across the conditions, we were not able to draw any conclusive conclusions
about potential links between our independent variables, and people’s posting behaviors

related to vaccines.

3.6.6 Data Analysis

The effects related to our hypotheses and research questions were investigated using struc-
tural equation modeling (SEM) (Hox and Bechger, [1998; Tarkal |2018). This approach is
chosen for two reasons. First, the dependent variables of this study are highly correlated,

requiring a model that takes into account the variables’ correlations. Second, based on
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Figure 3.4: The SEM results show that, of the community elements tested, both the prevalence
of content and the community’s response to such content had a strong effect on different types of
perceived norms, as well as perceptions around social tolerance of anti-vaccine behaviors. These
norms perceptions and perceptions around social tolerance in turn lead to broader perceptions
about the community, such as expectations about escalated behaviors both within and outside the
community, and perceptions of beliefs in other conspiracy theories.

our hypotheses, the perceptions of social tolerance and escalated behaviors can depend on
the latent factors of perceived norms. SEM helps to estimate the hypothesis of a hierar-
chical structure, required for modeling perceived social tolerance and perceived escalated
behaviors.

The SEM analysis is conducted in R using Lavaan package . Fig-
ure 77 depicts the results of this analysis. The multi-dimensional model fitted the data
well (x%(367) = 3088.142,p < .001,CFI = 0.96, TLI = 0.95; RMSEA = 0.074, SRMR =
0.164). Tukey’s WSD (Wholly Significant Difference) post-hoc tests using simultaneous 95%

confidence intervals is used for multiple comparisons between experimental groups

prasertmanit et al., 2013). Specifically, we used the function tukeySEM in R to conduct

Tukey’s WSD post-hoc analysis (Maxwell et al., 2017). Demographics are included in the

models as between-subjects covariates, and are reported when significant.
While SEM is chosen for the aforementioned reasons, the Lavaan package in R that is

used to conduct the SEM analysis does not support analysis of interactions H 2022

3While the Lavaan package allows for specifying the interaction terms in the SEM model, when fitting
the model it does not include those interaction terms.
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Rosseel, |[n. d.]). Therefore, the potential interaction effects are examined using multivariate
analysis of variance (MANOVA). Tukey’s honestly significant difference (HSD) tests using
simultaneous 95% confidence intervals are used for investigating the details of the interaction
effects. Due to the hypothesis of a hierarchical structure between perceived norms and
the broader perceptions about the community (i.e., perceptions of social tolerance, and
expectations of escalated behaviors), the potential interaction effects of the manipulated
variables are only investigated for the perceived norms, and they are only reported when

significant.

3.6.7 Results

SEM is employed to test the causal relationships between the elements of the community,
and perceptions of norms and social tolerance of anti-vaccine, as well as broader impres-
sions about the community (i.e., expectations of escalated behaviors and beliefs in other
conspiracy theories). Figure depicts the results of the constructed SEM. The model
fitted the data well (x2(717) = 4207.610,p < 0.001,CFI = 0.93,TLI = 0.92, RMSEA =
0.067, SRM R = 0.047). This section uses the results of this SEM to test the proposed
hypotheses and to investigate the study’s research questions.

For the reasons mentioned in the data analysis Section this study examines
the potential interaction effects of the manipulated variables on the perceived norms using
multivariate analysis of variance (MANOVA). In addition, the details of the interactions
are examined using post-hoc Tukey HSD analysis, and reported when significant.

This section discusses the results based on the dependent variables (i.e., perceived norms,
perceived social tolerance, expectations of escalated behaviors within and outside the com-
munity, and expectations of beliefs in other conspiracy theories not stated in the commu-

nity).

3.6.7.1 Perceived Descriptive Norms

In line with our prediction in H1.a, prevalence of content with certain behaviors (i.e.,
anti-vaccine content) had a large, and significant effect on perceived descriptive norms

(B = 0.51,p < 0.001). Tukey’s WSD post-hoc tests demonstrate a significant difference
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across all levels of posts with anti-vaccine posts (i.e., 5%, 30%, and 60%). However, the
difference in perceived descriptive norms was greater between the conditions with 5% vs.
30% anti-vaccine posts on the feed, compared to the conditions with 30% vs. 60% anti-
vaccine posts. These results again suggest that a small occurrence of content that stated
certain behaviors (e.g., anti-vaccine content) can provide enough signals for participants to
perceive the attitudes as normative. Others’ response to anti-vaccine content also greatly
and significantly influence people’s perceptions of descriptive norms (B = 0.27,p < 0.001)
(supporting H2.a). Therefore, the results show that the effects of observing posts with
anti-vaccine content on perceived descriptive norms was relatively larger compared to the
effects of others’ reactions to such content (B=0.51 vs. B=0.27, pj0.001). However, given
the noticeable role of community members’ responses, they can still mitigate the impacts of
the spread of misleading content on perceived descriptive norms. Figure depicts the
impacts of the prevalence of content on perceived descriptive norms, and how these impacts
are mitigated by the response of community members respond to such content.

On the other hand, displaying a community’s rules that forbid posting of misinformation
did not have a statistically significant effect on perceived descriptive norms (B = 0.03,p =
0.24) (i.e., there is not sufficient evidence to support H3.a). The community’s rules did not

have any interaction effects with the other manipulated variables of the experiment either.

3.6.7.2 Perceived Injunctive Norms

Prevalence of posts with anti-vaccine content (B = 0.36, p < 0.001) greatly and significantly
influenced people’s perceptions of injunctive norms (supporting H1.b). Based on Tukey’s
WSD post-hoc analysis for SEM, there was a significant difference across all levels of preva-
lence of posts with anti-vaccine content in the feed. However, the difference of perceived
injunctive norms between conditions with 5% and 30% anti-vaccine posts was greater than
the difference between the conditions with 30% and 60% anti-vaccine posts. In addition,
the results shows that the way other users respond to anti-vaccine content had a large and
significant effect nor perceived injunctive norms as well (B = 0.45,p < 0.001) (supporting
H2.b). In fact, the effects of others’ responses on perceived injunctive norms was relatively

larger than the effects of posts with anti-vaccine content (B = 0.45 vs. B = 0.36,p < 0.001).
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Figure 3.5: The effect of prevalence of anti-vaccine content, and the community members’ response
to anti-vaccine posts on perceived A) descriptive, B) injunctive, and C) subjective norms about anti-
vaccine behaviors. Greater values indicate perceptions of anti-vaccine beliefs and behaviors as more
normative. In contrast with the results of the screenshot study, community’s response mitigates,
but does not completely eliminate, the effect of prevalence on norm perception.

These results are in line with the definition of injunctive norms (See Figure . In par-
ticular, injunctive norms refer to perceptions around what members of a community approve
of (Discussed in more detail in Section . Here, the response of other users to anti-
vaccine posts can be a proxy of whether or not the community as a whole would approve
or disapprove of the anti-vaccine content.

The interaction effects of the prevalence of anti-vaccine content and the community’s
response to such content on perceived injunctive norms was small, yet statistically significant
(F(1089,2) = 5.39,p < 0.01). A post-hoc Tukey HSD test shows that when the community
members respond to anti-vaccine content via opposing comments (i.e., comments with a pro-
vaccine stance), they can mitigate the effects of such content on the perceived injunctive
norms. For example, the results show that when the anti-vaccine content constitutes 60% of
the posts on the feed, but the community members respond to such content with opposition
in the comments, the participants on average reported lower perceived injunctive norms
compared to when these posts are less prevalence (i.e., constitute 30% of the posts) yet
supported by the community members in comments (M = 4.40 vs. M = 5.59, p | 0.001).

The effect of displaying community’s rules on perceived injunctive norms was neither

large nor statistically significant (i.e., there is not sufficient evidence to support H3.b). The
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community’s rules did not have any interaction effects with the other manipulated variables

of the experiment either.

3.6.7.3 Perceived Subjective Norms

Prevalence of posts with anti-vaccine content (B = 0.32,p < 0.001), as well as the way other
members of the EatSnap.Love community responds to such content (B = 0.28,p < 0.001)
greatly and significantly influenced people’s perceptions of subjective norms (supporting
H1.c and H2.c) (See Figure[3.5(c)]). The interaction effects of the prevalence of anti-vaccine
content and the response of the community to such content were small, yet statistically sig-
nificant (F'(1089,2) = 4.49,p < 0.05). In particular, the results show that the community’s
response to anti-vaccine content, if opposing such content, can mitigate the effects of the
prevalence of anti-vaccine content. For example, in the condition wherein 60% of the posts
exhibit anti-vaccine content but the community oppose such content in the response, the
participants on average reported lower perceived subjective norms compared to when 30% of
the posts exhibited anti-vaccine content but the content was supported in the community’s
response (M = 2.76 vs. M = 3.23, p j 0.001)

However, displaying community norms did not have a statistically significant effect on
perceived subjective norms (B = —0.009, p = 0.83) (i.e., there is not sufficient evidence to
support H3.c). The community’s rules did not have any interaction effects with the other

manipulated variables of the experiment either.

3.6.7.4 Perceived Social Tolerance

In response to RQ1.a, prevalence of posts with anti-vaccine content had a very small, yet
significant effect on perceived social tolerance of anti-vaccine content (B = 0.07 p;j0.005).
The effects of the response of other users to such content on social tolerance of anti-vaccine
behavior were also significant, but relatively larger (B = 0.11,p < 0.001).

To investigate RQ1.b, the constructed SEM includes a regression model that explores
the effects of different perceived norms on perceptions of social tolerance of anti-vaccine at-
titudes. Perceived injunctive norms most strongly and significantly predict social tolerance

of anti-vaccine behaviors (B = 0.81,p < 0.001). Perceived descriptive (B = 0.11,p < 0.001)
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and subjective norms (B = 0.10,p < 0.001) both had small, yet significant effects on per-

ceived social tolerance as well.

3.6.7.5 Expectations of Escalated Behaviors Within the Community

In response to RQ2.c, people’s perceptions of descriptive norms (B = 0.10,p < 0.001),
subjective norms (B = 0.07,p < 0.001), as well as their perceptions of social tolerance (B =
0.75,p < 0.001) influenced expectations around escalated behaviors within the community.
In particular, perceived social tolerance of anti-vaccine behaviors most strongly predicted
expectations around escalated behaviors within the community.

None of the elements of the community (i.e., the prevalence of anti-vaccine posts, other
responses of other users to such content, and the community’s rules) directly and signifi-
cantly predicted participants’ expectations around escalated behaviors within the commu-

nity.

3.6.7.6 Expectations of Escalated Behaviors Outside the Community

With respect to RQ2.d, perceived subjective norms (B = 0.17,p < 0.001) had a significant
effect on perceptions of escalated behaviors offline. Perceptions of social tolerance, however,
had a greater impact on expectations of escalated behaviors outside the community (B =
0.59,p < 0.001). As discussed in Section perceived social tolerance most strongly
influenced perceptions of escalated behaviors within the community as well.

Among the elements of the community, only the response of other users to anti-vaccine
content directly and significantly influenced perceptions of escalated behaviors outside the

community. However, the effect of this element was very small (B = 0.07,p < 0.05).

3.6.7.7 Expectations of Beliefs in other Conspiracy Theories

None of the manipulated elements of the community (i.e., the prevalence of content that
exhibits certain behaviors, the response of other members to such content, and the commu-
nity’s established rules) had neither a large nor statistically significant effect on expectations

around the community’s beliefs in other conspiracy theories that were not directly stated
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in the community (responding to RQ3.a). However, in response to RQ3.b, perceived de-
scriptive norms (B = 0.08,p < 0.05), perceived subjective norms (B = 0.21,p < 0.001),
and perceived social tolerance (B = 0.57,p < 0.001) of anti-vaccine behaviors significantly
predicted perceptions of beliefs in other conspiracy theories. As repeatedly observed for
other perceptions about the community, people’s perceptions of social tolerance had the
strongest effect on expectations around the community’s beliefs in other conspiracy theo-
ries not directly stated in the community as well.

Participants’ opinions on the safety and efficacy of vaccination had a small, yet significant
effect on perceptions of descriptive norms. Specifically, participants who reported higher
trust in vaccines’ safety and efficacy on average reported slightly higher perceived descriptive
norms of anti-vaccines (M = 4.624 vs. M = 4.383). However, this factor did not affect
perceptions around any other types of norms, social tolerance, or escalated behaviors. These
results may be partially because of the small variation in the participants’ reported opinions
on the safety and efficacy of vaccination (M = 4.60, SD = 0.60). Future work can clarify the
potential effects of opinions about vaccinations on perceptions of norms around vaccines. In

addition, none of the study’s outcome variables varied based on participant demographics.

3.7 Discussion

Both the conducted experiments demonstrate that observing the prevalence of anti-vaccine
content influences perceived norms around anti-vaccine beliefs and behaviors. In particular,
different degrees of the prevalence of anti-vaccine content lead to different perceptions of
norms around anti-vaccine behaviors. However, the relationship between the prevalence
of content and perceptions of norms is unlikely to be linear. Specifically, the difference in
perceived norms was larger between small (i.e., 5%) and moderate (i.e., 30%) prevalence of
posts with anti-vaccine content in comparison with the difference between moderate (i.e.,
30%) and large (i.e., 60%) ratio of posts with anti-vaccine content. This finding suggests that
even when a minority of posts in the feed (i.e., 30%) exhibit a certain behavior, that behavior
can be perceived as normal, both in terms of norms of what others do (i.e., descriptive

norms) and what others approve of (i.e., injunctive norms). This result is also in line with
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prior work on how people often perceive exaggerated norms in various contexts (Rimal and
Real, [2003; [Masur et al., [2021)).

The results also demonstrate that the response of the community members to anti-
vaccine content has a relatively greater effect than the effect of the content itself on per-
ceptions around what the community approves of (i.e., injunctive norm perceptions) and
what the community is willing to tolerate (i.e., social tolerance). These results connote the
significant role that community members can play in mitigating the impacts of the preva-
lence of conspiratorial content on impressions about the community as a whole. However,
while displaying a community’s rules might influence individuals’ behaviors (e.g., [Matias,
2019)), in our results, in the conducted studies the effects of this intervention on perceptions
about a community’s norms was not observed. The community’s rules might appear to be
established by the moderators or platform rather than by its members. Future work should
investigate the impacts of other ways of communicating a community’s rules. In addition, it
is possible that the presence of rules around misinformation in our experiment has not been
salient enough. In particular, given that the rules about misinformation are displayed in
conjunction with other community’s rules (e.g., rules around respectful interactions), their
presence may not be as noticeable to our participants. Future work should investigate the
impacts of other ways of communicating a community’s rules.

In addition, the effects of the prevalence of certain content and the community members’
response to such content are not limited to influencing perceived norms. For example, this
study demonstrates that perceived norms of anti-vaccine behaviors impact expectations
around escalated behaviors, both within and outside the community. Moreover, perceived
norms around one conspiracy theory can guide expectations around conspiratorial thinking
in the community. At least two possible explanations could account for this effect. First,
many conspiracy theories are based on a broad distrust in science (orevi¢ et al., 2021; | Aupers,
2012; |Pasek, [2018; \Douglas and Sutton, [2015). Perceiving one such anti-scientific conspiracy
(here, opposition to vaccines) as popular in a community may lead to perceptions of belief in
other conspiracy theories founded on a distrust of science. Second, conspiracy theories more
generally involve certain psychological similarities. They tend to be fairly speculative, to

involve significant complexity, to provide a sense of control over uncertainty, etc. (Douglas
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et al., 2017)). Thus, participants who perceived a community as believing in one conspiracy
theory may view that belief as stemming from underlying cognitive proclivities that make

community members more likely to believe in other conspiracy theories.

3.8 Broader Implications

The remainder of this section considers how this chapter’s findings offer implications, not
only in terms of designing platforms for online communities but also in terms of community

policies and governance.

3.8.1 Implications for Designing Platforms for Online Communities

Although the prevalence of content influences perceptions about a community’s norms, the
community’s response to such content impacts perceived norms as well. Indeed, the
response of community members to such content can have an even more substantial impact
on perceptions around what the community approves of and what it will tolerate. Thus, with
their responses, community members can mitigate some of the impacts of misleading content
on perceptions about the community. Therefore, the response of community members to
misleading content not only can have individual level impacts (e.g., influence people’s view
of and responses to the immediate issues) (Colliander} |2019), it can also address some of
the community level impacts of misleading content, such as its effects on perceptions about
a community. These findings suggest the importance of foregrounding the way members of
a community respond to different content, especially in the case of conspiratorial content
and related misinformation.

Platform designers and academic researchers can thus consider design solutions that
spotlight responses from the community members. For example, instead of relying only
on highlighting the numbers of downvotes or question marks to misleading pieces of con-
tent (e.g., Bhuiyan et all 2021a)), future research could investigate the impacts of high-
lighting the authentic comments from the community members. Could such highlighting
influence perceived norms? Future work can also examine designing interventions that

encourage people to join this effort of addressing misleading content. Such interventions
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might, for instance, ask a user whether there is information in a given post that the user
believes should be corrected for other community members. Doing so via selective notifica-
tions could provide just-in-time responses to misinformation, not from an automated fact
checker but from other human community members. Indeed, these community-oriented
interventions should be designed in a way to ensure that the involvement of the community
members is effective and will not result in disrupting the community and its interactions.
Similar to unintended side effects of some content moderation practices (e.g., |[Eslami et al.),
2019)), community-oriented approaches can potentially result in deleterious effects as well.
For example, if not provided with proper guidance, some people may attempt to correct
misinformation using uncivil comments (Masullo and Kim) 2021). Not only are such involve-
ments less favorable (Masullo and Kim, |2021)) and less effective (Coe et al., 2014} Scheufele
and Krause, 2019)), they can even negatively impact perceptions of norms around toxic
conversations. In addition, the proposed community-generated responses can potentially
be effective in situations wherein there are agreed-upon facts (e.g., scientific topics, such as
climate change, and vaccines). However, there exist cases where there is no clear objective
truth (Yong, 2004; Detmer, [2003). For example, discussions around religious issues, or cul-
tures, are not objective, but subjective and dependent on social constructs, which vary from
one culture to another, and/or from one religion to another (Detmer, 2003). In addition,
there are situations of uncertainty, for example just after a sudden, shocking event takes
place (e.g., the Boston Marathon bombing), where there are no verifiable facts about the
event, thus no one still knows the truth. In such cases, promoting community-centered may
result in privileging certain points of view over others. Thus, future researchers should con-
sider carefully such possible side effects when designing community-oriented interventions.

In addition, users could be prompted about the damages of misleading content on their
community as a whole. Users could be told that the goal in responding to such content is
not necessarily to correct the individual person who posted the misinformation but rather to
ensure that others are not misled by it. In fact, such policies could be established explicitly
in community rules or governance procedures. Put differently, just as researchers should
consider community-level effects and interventions, so, too, should community members be

encouraged to think about the effects of misinformation and their responses to it at the
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community level.

3.8.2 Implications for Designing Policies and Governance for Online Com-

munities

While prior work suggests that displaying explicit community rules can impact individ-
uals’ behaviors (e.g., Matias, [2019), our results did not support the direct effects of this
intervention on perceptions about community norms. Indeed, these results do not imply
that online communities should abandon explicitly displaying their rules. However, it sug-
gests that displaying rules may not fully address the broader impacts of misleading content
in terms of impressions about the behaviors and opinions of a community. Thus, online
community leaders can expect explicit posting of rules to influence some behaviors, but if
they want to shape perceptions about a community’s norms, they will likely need to pursue
other strategies.

The prevalence of certain types of content shared in a community, however,
strongly impacts what people perceive as normative within a community. For example,
when anti-vaccine posts are shared frequently, the behavior exhibited in the content can
influence perceptions about what people of a community do and believe in (i.e., descrip-
tive norms), what they approve of (i.e., injunctive norms), and what they expect others to
do regarding vaccinations (i.e., subjective norms). In addition, the impacts of content are
not limited to only influencing perceived norms regarding the immediate, observed topic
(e.g., anti-vaccine views). The frequent sharing of content with certain behaviors impacts
perceived norms, through which it contributes to the broader perceptions about the com-
munity as a whole (e.g., how the community as a whole tolerates anti-vaccine behavior, the
community’s beliefs in other conspiracy theories).

Therefore, the findings suggest that to address the broader impacts of conspiratorial
topics and related misinformation, social media companies, as well as community mod-
erators and administrators, still need to account for the role of misleading content. Put
differently, addressing misleading content is not only required to address the spread of
misleading content on individuals but also vital for addressing the broader impacts of mis-

leading content at the community level (e.g., perceptions about normative behaviors within
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an online community). Therefore, while we do need to move towards community-oriented
aspects of misleading content, as suggested by prior work (Aghajari et al.,[2023b)), we should
not abandon approaches that address individual pieces of content or the individual actors

involved in its spread.

3.9 Contributions and Future Work Directions

In line with the research focus of this dissertation to understand the scope of misinfor-
mation beyond false and misleading content, this chapter contributes to expanding knowl-
edge around the broad impacts of misinformation at the community level. Specifically,
it demonstrates the significant role of misinformation in shaping perceptions about online
communities. These perceptions include perceptions about a community norms, the types
of behaviors that the community is likely to tolerate and engage in, as well as the broader
community’s beliefs about events not directly discussed in the community. In addition,
this chapter contributes to understanding around the mechanisms by which these impacts
occurs. In particular, it highlights the way false and misleading content, even if constitutes
the minority of the posts, can significantly influence perceptions about online communities.
Therefore, while it is important to move towards community-oriented aspects of misin-
formation and account for the community factors that contribute to this phenomenon, as
advocated in Chapter [2] we should not discard approaches that address individual pieces of
false and misleading content. Indeed, such individualistic interventions play an important
role in mitigating not only the spread of misinformation, but also its impacts on the broader
social context.

In addition, this chapter offers valuable insights on designing strategies that leverage
the role of online communities in addressing the broad impacts of misinformation at the
community level. Specifically, the findings of this chapter underscores the significance of
community response in mitigating the broad effects of misinformation on shaping percep-
tions about a community. These results have important implications for designing platforms

for online communities, as well as for designing community policies (Discussed in Section

3.8).
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While this chapter provides important insights about the role of community response on
the impacts of misinformation at the community level (e.g., perceptions about community
norms, and the broader impressions taken about a community), it examines community
response only as the expression of agreement and disagreement with an event (e.g., conspir-
atorial content). However, there are more nuances and complexities involved in the response
of online communities to an event beyond simply expressing agreement or disagreement with
a post through comments. For example, the way people express their stance towards dif-
ferent content shared in their community, discuss its various aspects, express their opinions
about the events, and share their personal experiences related to those events all involve
nuances and complexities that go beyond expressions of agreement and disagreement with a
certain post. Accounting for these nuances in community response to an event allows us to
better understand how a community views an event and responds to its various aspects. In
this way, we may be able to gain a deeper understanding of how false and misleading content
interplays with community response, and the way these elements together contribute to the
impacts of misinformation at the community level, from its impacts to perceptions about
a community, to contributing to the processes involved in meaning constructions about the
world’s events. Therefore, to account for the nuanced nature of community responses and
the interplay between these responses and false or misleading content, the following chapter

employs the concept of framing.
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Chapter 4

Developing a Computational
Technique to Enable Exploring
Misinformation Manifestation as a

Broader Phenomenon

4.1 Introduction and Motivations: Framing as a Conceptual
Framework to Take an Ecological Approach to Misinfor-

mation

This section employs the concept of framing to examine misinformation as a broad societal
phenomenon that can transcend any individual piece of content, and impacts individuals
and society beyond misleading them about a particular piece of content. While there are
a variety of societal concepts that may be relevant (e.g., social norms, network structure),
this section explains how the concept of framing most readily corresponds to the goal of
examining misinformation as a societal phenomenon.

In particular, this dissertation focuses on how misinformation plays a role in the way

people assemble, organize, and respond to events, beyond impacting their response to in-
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dividual pieces of content. This focus indeed aligns with what the concept of framing es-
sentially is about. Put precisely, framing refers to the processes by which people construct
their understandings of events around them, and respond to the circumstances surrounding
them. This concept provides a framework to explore how the interplay between false and
misleading content and the way communities respond to such content around an event to-
gether contribute to people’s understanding of an event and their response to it (described
in more detail in Chapter . In this way, framing allows us to move beyond considering
misinformation as false and misleading content. Rather, it enables us to understand misin-
formation as the interaction among false content, community response, and the processes
of meaning constructions (i.e., framing), whose impacts go beyond misleading individuals
about a single piece of content.

For the focus described above, this work needs an approach to framing that positions it
as a dynamic process, which evolves based on not only a statement but an array of content
that people encounter, and generate themselves. While the concept of framing is studied
in different fields — from political communication research (Froehlich and Ridiger} [2006;
Scheufele, 2000), to psychology (Tversky and Kahneman, |1985), to sociology (Goffman)
1974), to behavioral economics (Kahneman and Tversky, 1984) — this dissertation will
take an approach to framing that is in line with the perspective from sociological stud-
ies (Gamsonl, [1989; Scheufele, [1999; Benford and Snow, 2000|). These studies treat framing
as a dynamic process by which people interpret and make sense of events around them
and construct their understanding of those events. Within this sociological paradigm, pro-
cesses of framing involve many aspects of interpretation and meaning making, including
how people define problems, diagnose causes, make moral judgments related to those prob-
lems, and suggest remedies (Entman, 1993; Gamson and Modigliani, |1989)). Understanding
these functions gives insights into how people view an event and respond to its surrounding
aspects, and may provide a framework to examine the role of false and misleading content
and community response to such content in these processes.

To examine framing with this kind of dynamic, processual orientation, employing con-
ventional methods, such as manual content analysis, presents several challenges. First,

manual content analysis, due to its labor-intensive nature, limits our ability to study fram-
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ing processes on a large scale. However, the framing processes illustrated here by definition
occur across heterogeneous entities within a diverse media ecology. Thus, to understand
these processes, we would need to account for various sources in the wide, diverse informa-
tion ecosystem. In theory, conducting such an analysis through a close reading of numerous
documents across multiple sources may seem achievable. However, in practice, it is very
challenging and almost impossible to process such a large scale using close reading of the
documents. In addition, focusing on a single document at a time via a close reading of
content may limit our horizon to observe the hidden patterns across the documents in the
corpus (Underwood} 2019). Second, a close reading of content by human researchers in the
content analysis may bring in concerns related to prior knowledge and certain perspectives,
which may lead to observing certain framing but not others. An approach that moves be-
yond what human researchers might provide different perspectives related to framing that
could potentially remain unnoticed by human researchers.

One viable means of meeting these criteria is by using computational models. A compu-
tational model addresses the challenges with scalability concerns of manual coding, allows
us to account for the wider, diverse information ecosystem, and can reach alternative per-
spectives that may not be noticed using a manual coding approach. However, no prior
computational approach has been designed to analyze framing processes. Specifically, most
computational techniques for analysis of framing are designed and developed to examine
frames per se, (i.e., distinct entities that can be invoked in a given or across multiple
pieces of content) (e.g., |Card et al., 2016; Walter and Opbhir, 2019; Naderi and Hirst, 2017}
Morstatter et al., 2018]). While there are studies that look at framing as a process of mean-
ing constructions (Goffman, 1974; |Gamson and Modigliani, [1989; |Benford and Snow}, |2000;
Scheufele, [1999), these studies employ content analysis, and no prior approach has been
developed to conduct such analysis computationally.

To address this gap, and to be able to examine framing processes as dynamic processes
of meaning construction for the goal of this dissertation, this chapter explores different lin-
guistic features to design computational models. It examines the efficacy of these models in
helping researchers with analyzing the processes of framing at a large scale, across a hetero-

geneous media ecology. To clarify, the computational techniques examined in this chapter
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do not intend to identify framing processes directly. Rather, they are intended to identify
text-oriented intuitions that might be indicative of framing and can assist researchers when
examining the processes of framing.

With this goal, the rest of this section describes the work presented in this chapter in
the following way. It starts with clarifying the goal of these proposed models, i.e., finding
an unsupervised technique that can help researchers with analyzing the processes involved
in framing analysis. Then, it describes three models that could potentially be useful for this
goal and explains the motivations behind their design. Specifically, it explains how each of
these proposed models focuses on identifying patterns in language that might be related to
framing and may provide insights into the evidence of framing. It trains the models on data
in the context of the COVID-19 pandemic. To examine the utility of these models, this
chapter provides an evaluation of the three proposed models in terms of their effectiveness
in assisting researchers examine processes of framing across large corpus of documents.

The findings of this evaluation study provide valuable insights into the criteria utilized
by researchers to determine the efficacy of computational models in supporting framing
analysis. In addition, this human subject assessment identifies one of the models that are
designed and developed in this work, and its affordances in capturing linguistic patterns
indicative of framing language, to be the most effective in assisting researchers with their

framing analysis.

4.2 Linguistic Attributes Relevant to Framing Language

This section outlines linguistic attributes that might pertain to framing. These attributes

are then employed in designing the models in Section

4.2.1 Word Choice

The very definition of framing highlights the importance of word choice. [Entman (1993
suggests framing is often manifest through particular “keywords”, and “stock phrases.”
Gamson and Modigliani| (1989)) also suggest the importance of “catchphrases” and “exem-

plars” as evidence of framing. In a computational approach, Baumer et al. (2015) suggest
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the role of lexical features that capture the specific words used, as one of the most im-
portant indicators of framing. While these prior work focus on framing based on distinct
entities (i.e., frames) that are either present or absent in documents, this proposed work
hypothesizes that word choice could also be similarly significant in the language of framing
(i.e., as a dynamic process of meaning constructions). In particular, word choice can help
infer the events under discussion in a given corpus, as well as the issues highlighted around
those events.

Furthermore, the word choice within a corpus can provide insights around how events
and their associated issues are labeled. Such labeling is an important component of fram-
ing (Lau and Schlesinger} [2005)). The way events are labeled in turn is an important compo-
nent of how people make meaning of world events (i.e., framing) (Lau and Schlesinger, [2005).
For example, in the case of the COVID-19 vaccines, this matter might be labeled in differ-
ent ways. For instance, vaccines might be labeled as a societal right, or as a marketable
commodity, among others. As a societal right, vaccination is often discussed as a basic
human right that the government should provide to all citizens regardless of their socio-
economic status. With this labeling, people might discuss that vaccines benefit the entire
society. Certain words, such as fundamental rights, societal rights, basic needs, universal
distribution, and equality might be more likely to be observed. However, when labeling the
same issue of vaccination a marketable commodity, vaccines are considered as a product,
which its value, similar to any other goods or products, may be determined by supply and
demand. In such discussions, certain words such as consumer choice, private insurance,
healthcare investment, marketing strategies, etc. are more likely to be observed. Therefore,
the choice of words can provide valuable insights into not only the events discussed but how
they are labeled in a given corpus as well.

Most prior computational work on framing also focuses on word-based features (Walter
and Ophir, 2019; [Liu et al., [2019)). In comparing different types of features, |Baumer et al.
(2015) found that lexical features (unigrams, bigrams, trigrams, etc.) were one of the most
important indicators of language that human participants saw as related to framing. While
Baumer et al.| (2015]) focus on frames as distinct entities that are either present or absent

in documents, the work presented in this chapter posits that word choice could also be
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similarly relevant to the language of framing, as defined in this work (i.e., as a dynamic

process of meaning constructions).

4.2.2 Latent Themes (i.e., topics)

Beyond the choice of individual words, patterns of word co-occurrence within a corpus may
also be indicative of framing. Specifically, examining the ways words co-occur together
may inform us about the latent themes that are discussed in a given corpus. Word co-
occurrence patterns representative of latent themes are often analyzed using topic modeling
techniques (Blei, [2012; Roberts et al., [2014; Lucas et al., |2015; |DiMaggio et al., 2013).

In fact, different computational models have utilized the co-occurrence of words to cap-
ture the latent themes (also known as latent topics) that exist within a corpus of documents
(Blei, 2012; Roberts et al., 2014; Lucas et all [2015). Such approaches have been used to
determine the prevalence of frame elements in a given corpus (Walter and Ophir, 2019)).
For example, Walter and Ophir| (2019) suggest that utilizing such themes can help in the
process of conducting inductive framing analysis and identifying framing packages (Gamson
and Modigliani, [1989). These packages are defined as organized structures of symbolic de-
vices (e.g., metaphors, catchphrases, moral appeals) that offer interpretations and meanings
for events and their surrounding issues. Specifically, Walter and Ophir| (2019) employ com-
munity detection algorithms to cluster together the themes based on their co-occurrence
over documents and consider each cluster of themes as representative of a framing package.
This proposed work similarly hypothesizes that identifying latent themes based on words’
co-occurrence may carry intuitions around interpretive packages that give meaning to an
event (i.e., framing processes).

However, the work presented here remains agnostic as to whether topics or clusters of
topics constitute a frame per se. Instead, this work posits that examining topics in a corpus
might provide evidence that can help attend to interpretive packages (i.e., frames). To do
so, instead of labeling latent topics as in the work presented by Walter and Ophir| (2019),

this work utilizes these topics to explore insights into framing processes, defined in Section

1),
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4.2.3 Grammatical Relationships

While knowing which groups of words co-occur can be informative, framing may also be
indicated by the relationships among those words. The grammatical structure of sentences
may help indicate those relationships (Pan and Kosicki, [1993; [Hallahan), [1999)).

Indeed, few prior computational work demonstrates that grammatical structures are
important indicators of frame evoking language (Baumer et al.| |2015; |Recasens et al., [2013).
For example, |Baumer et al| (2015) show that the grammatical relations in which words
appear within a document, and their role in those relations are important features when
inferring the prominent frames in the document. While Baumer et al. (2015) focus on
identifying frames in a classificatory approach, the work presented in this paper posits
that grammatical relationships may similarly help with analyzing framing processes in an
exploratory approach.

This assumption is motivated by the perspective towards framing focused in this work,
i.e., the functions of interpretation in which framing is involved (e.g., what counts as a
problem, how the causes are diagnosed, and what remedies are suggested). Specifically, with
this perspective towards framing, in addition to capturing what people discuss, captured
via word choice and latent themes, it is also important to also explore how people discuss
an event. Accounting for grammatical structures helps understand relationships between
words, offering more insights into how an event is discussed, to facilitate the exploration
of framing processes. For example, grammatical relationships can offer insights into which
words describe the issues, what roles different entities play within documents, and help
understand who are given the agency of the discussed issues and who are considered the

victims.
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4.3 Model Designs for Framing

4.3.1 The Latent Dirichlet Allocation Model (i.e., LDA)
4.3.1.1 Motivations

Prior work leverages different topic modeling techniques to infer dominate frames (e.g.,
Walter and Ophir, |2019; [Y1a-Anttila et al., 2022). However, it remains unclear whether and
how topic modeling can be employed to identify framing, as the processes by which people
interpret and construct meaning around the world’s events (Described in Section [4.1]).
The proposed work in this chapter postulates that the information that probabilistic
topic modeling approach, in particular the the latent Dirichlet allocation model, i.e., LDA,
provides might similarly offer valuable insights into interpretative packages of framing pro-
cesses. Specifically, the LDA model provides insights into the word choice and the underlying

themes, which as discussed in Section are potentially relevant to language of framing.

4.3.1.2 Model Description

The latent Dirichlet allocation model, also referred to as LDA [ is used to identify latent
themes in large corpus of documents (Blei et al., 2003; Blei, 2012)). In this model, topics (i.e.,
themes), are captured based on latent probability distributions over all the words in the
vocabulary of a given corpus. In this way, the LDA model allows for multiple memberships of
words in various topics. Therefore, the same word can be interpreted differently (implicitly,
by a human reader) depending on the context (i.e., the probabilities of other words in the
topic) (Blei, 2012; [DiMaggio et al., 2013} [Walter and Ophir] 2019). Figure [4.1]demonstrates

the plate diagram of this model (Blei, [2012).

!The details of this model are omitted in this work. Refer to Bleil (2012) for greater details on this model.
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Figure 4.1: The graphic model for latent Dirichlet allocation, LDA (Blei, |2012). There are K topics
(8) K, wherein topic (8)gis a distribution over vocabulary of all words in the corpus. 6,4 is the topic
probability for topic k in the document d. Finally, z4, is the topic assignment for the nth word in
the document d.

4.3.2 The Latent Dirichlet Allocation Grammatical-Relationship Model
(i.e., LDA-GR)

4.3.2.1 Motivation

The latent topics, as defined and operationalized in prior topic modeling techniques (e.g.,
the LDA topic modeling (Blei et al., [2003)), are based on words’ co-occurrence in a given
corpus. While these topics account for the word choice, and the latent themes, they do not
account for the grammatical relationships in which topic’s terms occur.

To account for grammatical relationships in which topic terms occur, this work de-
signs and develops an extension of the LDA model, named the Latent Dirichlet Allocation-

Grammatical Relationship model, i.e., LDA-GR, described below.

4.3.2.2 Model Description

To capture grammatical relationships in which words appear, LDA-GR incorporates a one-
to-one correspondence between each word tokens and grammatical relationships. To do so,
it employs Stanford coreNLP to parse each document (De Marneffe et al.l [2006; Manning
et al.l 2014). For each word token w in document d, a tuple of < w, reln.role > is created,
wherein reln is the typed dependency of the word w in the document d, and role specifies
the role of the word w in the typed dependency of reln. A word could either play the
role of the governor or the dependent in a dependency relationship. The governor, referred

to as “gov” in the coreNLP parser and in our work, is the head of a dependency, and
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the dependent, referred to as “dep”, is the word that is governed or controlled by the
governor. For example, in the sentence “Science defeated COVID-19.”, there is an nsubj
(i.e., nominative subject) typed dependency between the words ”Science” and “defeated”,
nsubj(defeated, science), wherein defeated is the governor of this relation, and science is
dependent.

As shown in Figure this model’s structure is almost identical to the LDA model
(Blei et al., 2003). Similar to the LDA model, the topic allocations are based on a generative
probabilistic model of the corpus of documents. The only difference of LDA-GR with LDA
is how an input token is a tuple of < w,reln > in LDA-GR as apposed to a word token
w in the LDA model. As in LDA, the documents are presented as a random mixture over
the latent topics. Consequently, each topic is characterized by a distribution over tuples of

< w,reln.role > described above.

O-+oH0—-o0o+0

a 6, Zgn < w,reln>;,,

N

Figure 4.2: The plate diagram for the LDA-GR model.

Although LDA-GR is able to incorporate the grammatical relationships while generat-
ing the topics, it has some drawbacks as well. First, it enforces a strict one-to-one mapping
between each individual word and each grammatical relationship. While this technique
allows words to appear in different grammatical relationships with different probability, it
may result in losing some grammatical relationships in which a word token occurs less fre-
quently. These less frequently observed pairs of words and grammatical relationships might
be still potentially important when looking for evidence of framing. Second, two sentences
may be written with different syntactic structures and still convey similar semantic. For
example, the two sentences “Science defeated COVID-19” and “COVID-19 is defeated by

science” carry similar messages. However, they could (or could not) carry similar weights in
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framing processes. LDA-GR does not allow to capture different grammatical relationships
in which a term occur if it is not highly observed. Third, including all the potential gram-
matical relationships in which a given word could appear results in substantially expanding
the number of dimensions within the topic distributions of the previous model (i.e., the
Matrix), while simultaneously increasing its sparsity. This sparsity could in turn impact

the quality of topics (Blei and Lafferty, 2006; [Popescul et al., [2013).

4.3.3 The Linked Latent Theta Role Model (i.e., LLTR)
4.3.3.1 Motivation

Consider the following two sentences. “Science defeated COVID-19.”, “COVID-19 is de-
feated by science.” These sentences convey semantically similar messages. However, in
these examples, same words appear in different grammatical relationships (E.g., “Science”
appears as a nominal subject and a direct object in these examples, respectively.). Despite
these different grammatical relationships, it is possible that these same words with differ-
ent grammatical relationships (or these sentences) play similar role in framing processes.
LDA-GR, however, treats these appearance of the word “Science” as completely unrelated,
repeated tokens. Alternatively, capturing different grammatical relationships in which topic
terms occurs and might convey similar roles could indeed be beneficial in investigating fram-
ing evidence. In addition, with such an approach, we would not loose information about
less frequent grammatical relationships in which a topic term might appear.

To capture different grammatical relationships in which topic terms occur, we propose
the linked latent theta role model, i.e., LLTR. To do so, instead of capturing one-to-one
link between words and grammatical relations, LLTR learns the distribution over grammat-
ical relations in which topic terms occur. In addition, to help connect information about
grammatical relationship to the topics’ words, it also captures distributions related to the
second argument by which topic terms manifest within a grammatical relationship.

The intuition to learn grammatical relationships in the form of distribution is motivated
based on the design of the LDA model. Specifically, we posits that much in the same way

that topics are captured based on words’ probability distributions in LDA (Blei et al., 2003,
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there exit some latent variables that can capture the probability distributions on a set of
grammatical relationships in which topic words occur. Similarly, there exist other latent
variables that capture the probability distributions pertaining to the second arguments by
which each topic term appears in a grammatical relationship.

Intuitively, these latent variables, similar to the concept of theta roles in English (Aronow,
2016|), are captured based on syntactic structures. However, these latent variables do not
directly map to any syntactic nor semantic structures. Indeed, similar to how Blei et al.
(2003, p. 996) make no epistemological claim regarding topics, the work presented in this
paper designs theta role latent variables only to help capture the probability distributions
on a set of grammatical relationships within each topic, without making any claims regard-
ing a mapping between these theta role latent variables and any syntactic nor semantic

constructs.

Figure 4.3: The plate diagram for the LLTR model.

4.3.3.2 Model Description

The LLTR model (Figure simultaneously learns a two-component latent variable, theta
role, for each topic. These components include (a) distributions over grammatical rela-
tionships, and (b) distributions over all the other arguments by which a word appears in
grammatical relationships within the context of each topic. Analogous to the model by

Ritter et al.| (2010), known as LinkLDA, LLTR employs a linked latent variable to enable
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learning associated pairs of grammatical relationships and arguments that appear in those
grammatical relationship (reln, arg). To do so, rather than requiring both components to
be generated from one possible pairs of |T| multinomials ({;, 3;), this model allows these
component (i.e., the grammatical relationships and the associated arguments) to be drawn
from |T'|? possible pairs. However, to increase the likelihood of states in which grammatical
relationship reln and the arguments component arg drawn from theta role assignments that
are related to each others, this model uses a sparse prior over the theta role distributions.

The following section defines the terminologies used in the LLTR model, followed by

the model’s generative story.

4.3.3.2.1 Definitions First, let there be K latent topics, where each topic B is a
multinomial over the V' words in the vocabulary (Blei et al., 2003), drawn from a Dirichlet
parameterized by n (i.e., Bx ~ Dir(n)). For each topic, define T latent theta roles ¢, where
each theta role has a set of two multinomial ¢1; and ¢, corresponding to the two compo-
nent of theta role (i.e., grammatical relationships relns, and argument components arg).
Specifically, ¢1; is a multinomial distribution over the K latent topics for the first compo-
nent of the theta role ¢, which is associated with R numbers of grammatical relationships
reln. Each grammatical relationship is drawn from a Dirichlet distribution, parameterized
by v (i.e., 1 ~ Dir(y)). Within the ¢1; matrix, each row represents the topic distribu-
tion of the theta role t over the K latent topics. ¢, on the other hand, is a multinomial
distribution over the K latent topics for the second component of the theta role ¢, which
is associated with A numbers of argument components, arg. These arguments are drawn
from a Dirichlet distribution parameterized by 7 (i.e., ¢2 ~ Dir(y)). Within the ¢o; matrix,
each row represents the topic distribution of the theta role ¢ over the K latent topics. The

model’s generative story is as follows.

e For each document d;:

— Choose the length of the document N ~ Poisson(§).
— For each word w; to wy:

* Draw a topic assignment z with corresponding multinomial distribution over

95



latent topics from the 6 matrix, based on P( z—6,d;)

x Conditioned on the topic z, draw a theta role y; with corresponding distri-

bution from the ¢; matrix (i.e., y; ~ Multinomial(¢1)).
* Choose the grammatical relationship reln from P(reln—y1,()

*x Conditioned on the topic z, draw a theta role y» with corresponding distri-

bution from the ¢o matrix (i.e., yo ~ Multinomial(¢2)).
* Choose the argument component a from P(a—ys2,5")

* For the topic z drawn in the previous step, choose w; from P(w;—=z,0)

4.3.3.2.2 The inference process The inference for the topic-word distribution, i.e., 3,
the model adopts the process in LDA (Blei et al., 2003]), hence omitted for simplicity. For
the inference on the probability distribution of theta role components, including ¢; and ¢
, collapsed Gibbs sampling is employed as follows (Griffiths and Steyvers, [2004; Geman and
Geman), 1984)). At each iteration, for each word w, provided topic z is selected, we sample
theta role y; from the grammatical relationship component of theta role ®; as follows.

P(yi|relni, @1, z) o< P(relni|yr) * P(y1|®1, z)

Plrelnily)) = Countrein, 4, +A

- Z?Zl Countrein, y, +A*R

Count +
P(y|®,2) = L
(1] @1, 2) S i1 Countyy ; o+y+T

Here, Count,qp, 4, is the count of all words whose grammatical relationship is reln; and
the first argument of their theta role is y. Zle Clrein,y, 1s the same count, summing over
all the R grammatical relationships reln. Specifically, the probability that the theta role
y1 is selected for the first component of theta role based on the ®; distribution, provided
that topic z is selected, is proportional to the probability of grammatical relationship reln;
belong to this theta role yi, times the contribution of this theta role y; for the assigned
topic z.

Following the same approach, the theta role ¥ is sampled from the second argument

component of theta role ®s.

Countarg,,ys +3
ZJA:1 Cmmtargj g TP/ *A

P(ys|arg;, ®o, z) < P(arg;|lyz2) * P(ya2| P2, 2z) P(arg;|y2) =

County, . 47y
P(y9,;|®2,2) = 2
(y21| 2 ) Z};l Countwj,z—l-'y*T
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Employing previous notation, Countarg, 4, is the count of all words that are observed
in a grammatical relationship with the argument arg;, and Zle Countargj,z is the same
count, summing over all the possible A arguments within the corpus. Here, the probability
of choosing y» as the second component of latent theta role for the component arg; is
proportional to the probability that the argument arg; belongs to this theta role y2, times

the contribution of this theta role y, for the assigned topic z.

4.3.3.2.3 Extracting top documents After the inference process, a post hoc anal-
ysis is conducted to capture the distributions of theta role components, i.e., grammatical
relationship and argument components, for each topic terms. Given these probabilities are
within the context of each topic (i.e., we know a priori which topic we are calculating these
distributions for), the probabilities of topic-theta role are going to be constant for all of
these distributions, thus omitted for simplicity.

P(relnilw;, ®1) ~ P(reln;|w;) * P(w;|®1)

P(argi|lwj, ®2) ~ P(argi|w;) * P(w;|®2)

Next, for each topic term, example documents are extracted if the topic term co-occur
with its top argument words in the specified grammatical relationship captured in the topic’s
theta role, provided that probability of the example document for the topic of exceeds a

fixed threshold (e.g., 40%).

4.3.4 Data
4.3.4.1 Data Description

State health departments’ news around COVID-19 is collected using the Scrapy scraping
library (Zyte,|2021)). To extract these documents, a set of hashtags introduced and employed
in prior related work is usedE] (Wicke and Bolognesi, 2020)). However, given that the
departments of health do not use hashtags, the documents are collected using search terms
relevant to these hashtags instead.

In accordance with this approach, a total of 5,462 news documents were collected. How-

244C0VID19”,  “ftcoronavirus”,  “Hncov2019”,  “#2019ncov”’,  “#nCoV”,  “#nCoV2019”,
“4£2019nCoV”, “4COVID19”
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ever, due to resource constraints associated with processing such a large dataset, random
subsampling was utilized prior to model execution. Thus, the models are run on a sample

of size 3264 documents.

4.3.4.2 Data Preparation

Our baseline model, the Latent Dirichlet Allocation (LDA), as well as the linked latent
theta role model (Described in Section , receive word tokens as input. Therefore, the
documents are converted to word tokens, referred to as w.

The second mode (Described Section , referred to as LDA-GR Framing Model,
requires tuples of < w,reln.role > as input, wherein w is a word token, and reln.role is
the concatenation of the typed decency reln in which the word plays and role specifies
whether the word is the governor or the dependent of that typed dependency relation. The
word tokens are extracted using the same approach described above. To extract the gram-
matical relationships of words within a given document, we employ the Stanford coreNLP

library (Manning et al., 2014).

4.4 The Evaluation Approach

While different metrics have been established to evaluate topics (Chang et al., 2009; Roder
et al.,[2015; Hosseiny Marani et al., 2022; Marani and Baumer, 2023)), none of them are suit-
able for evaluating topics within the context of framing, due to two primary reasons. First,
the presented models are not designed to identify framing directly, but rather to provide
evidence of framing in a given corpus to assist researcher in conducting exploratory analysis
of framing. Thus, it is relevant to evaluate the models by the human subjects for which the
models are developed for (i.e., researchers) (van der Lee et al., 2021; Hoyle et al., 2021), and
examine how they perceive the utility of the models’ outcomes in providing useful informa-
tion to assist them in exploring framing processes. Second, there is no objectively correct
answers for inferring framing processes evidenced in text. Put differently, inferring framing
is an inherently subjective task (e.g., Schon and Rein, 1994; Kuypers, 2010; [Van Gorp),

2010)), and different people might reach to different framing within an exact same corpus
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of data. Similarly, different people might consider different linguistic patterns within the
same corpus as evidence of framing. Therefore, instead of designing automatic evaluation
metrics, it is important to explore human judgment of assess the efficacy of these models
(Hoyle et al., [2021)).

Therefore, this work designs and conducts a human assessment approach to examine
perceived utility of each of the discussed models in facilitating exploratory analysis of fram-
ing. In line with Hoyle et al.|(2021) arguments about the importance of “relevant human
readers” to assess such computational models, we invited researchers familiar with the con-
cept of framing to assess these models. To be clear, the goal of this evaluation is not to
assess which of these models results in more consistent responses across the framings that
different participants identify. Rather, the goal is to assess the perceived efficacy of these
models in facilitating exploratory analysis of framing for whom the model is designed for.
This approach was employed in a number of previous studies to evaluate models designs
to study subjective concepts (Smith et al., 2017; |[Dinakar et al., 2015; |Lee et al., |2017;
Poursabzi-Sangdeh et al., [2016).

Our evaluation approach consists of a two-phase study, including survey study, and a
follow up semi-structure interview study. These survey and interview studies are approved
by the IRB numbers (2142707-3) and (2128233-3) at Lehigh university.

In the first part, a survey study is designed, in which participants engage with each of
the models, and then assess the utility and the efficacy of the reviewed models in facilitating
their analysis framing processes. This survey was initially designed to enable a quantitative
comparison of the utility of the models as well. However, given the challenges of recruiting
researchers at scale, who are the ones for whom these models are designed (i.e., “relevant
human readers” (Hoyle et al., [2021)), and informed by a pilot test to attempt to use skilled
freelancers with experiences relevant to framing as a participants EL the quantitative com-

parison of the models deemed unfeasible for this work. Therefore, the designed survey is

3In a pilot study, we also explored recruiting skilled freelancers with expertise relevant to analyzing
framing processes were also investigated. Specifically, freelancers with skills in areas such as technical
writing, reading comprehension, and journalism (including journalistic writing) were recruited through the
Upwork platform (Upwork, [2025). However, upon analyzing the responses from this pilot study, it became
evident that the models, at least in their current stage and interface, remains too complex for non-researcher
communities to effectively engage with or benefit from.
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used to only enable engagement with the models, and to scaffold a follow up qualitative
interview about potential efficacy of each of these models with the researchers who reviewed
this models. The survey study is described in details in Section 4.4.2

In the second part, the respondents are invited to enroll in a follow up semi-structured
interview. This interview is designed to help understand a) how the patterns identified
using each of these models resemble what researchers would consider when analyzing framing
processes, b) how effective these patterns might be in assisting researchers to identify and
analyze framing processes, and ¢) which of the models designed can be the most effective in
helping researcher identify different functions by which framing performs (See section

for more details). The interview study is described in details in Section m

4.4.1 Participants:

To select participants for evaluation the models, this work follows the guidance by [van der
Lee et al. (2021) and Hoyle et al.| (2021), and account for the “relevant” of participants to
the model and the study tasks. Specifically, as argued by van der Lee et al. (2021) and
Hoyle et al.| (2021]), this work acknowledges the importance of involving the intended user
group in the evaluation process. In the case of this study, since the computational models
described here are designed and developed to assist researchers with exploratory framing
analysis, the “relevant human readers” are researchers who study framing. Thus, this study
recruits researchers conducting framing analysis as the study participants.

To address the aforementioned challenge faced during data collection, the convenient
sampling approach (Jager et al.,|2017)) is adopted. Specifically, researchers from the depart-
ment of communication from the department of Journalism & Communication at Lehigh
University, who conduct framing analysis using qualitative approach, as well as researchers
who the author knew of with expertise in framing analysis, were invited to evaluate the
developed computational models. Overall, five researchers, ranging from grad students, to

post-doc researcher, to associate professors enrolled in this study.
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4.4.2 Phase 1: Engaging with the models and assessing them in a survey

study

Upon consenting to participate, participants are randomly assigned to one of six conditions.
In each condition, participants work with and evaluate two of the aforementioned models.
This design facilitates a within-subject study, with a relatively smaller sample size and a
reduced study duration. The survey is structured as follows:

First, participants are asked to read a passage that defines framing as conceptualized
in this study (see the italicized paragraph below). This definition highlights specific aspects
of interpretation and meaning-making relevant to framing processes, including how people
define issues, diagnose causes, make moral judgments related to those issues, and propose
remedies. The following passage illustrates the definition of framing provided to participants

in this survey study.

Framing definition Framing is a dynamic and constantly evolving set of pro-
cesses by which people construct their understanding of the world’s events. The
processes of framing help organize facts and information to give them meaning.
Framing influences our understanding both of major world events, such as the
COVID-19 pandemic, and of our personal daily experiences, such as a visit to

the doctor’s office. Framing involves different processes, including the following:

Determining what counts as an issue.

e Diagnosing the causes of those issues.

Making moral judgments, such as about what is right and wrong, or

about how people ought to behave.

Suggesting potential remedies to address the issues under consideration.

In addition, participants are provided with supplementary notes on framing before pro-
ceeding to the evaluation phase. These notes clarify the concept of framing, highlighting
what framing entails and what it does not. For example, these notes explain how framing

does not occur based on a single document. Rather, these framing processes unfold across
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a complex, heterogeneous media ecology. Moreover, these notes illustrate how within an
array of documents, there could exist one or more aspects of interpretation that framing is
involved with.

Second, participants are informed that they will review results generated by two com-
putational models. For each model, they are presented with three sample topics and are
instructed to review these results for at least ten minutes. Following this review, partic-
ipants respond to questions regarding framing based on the model outputs. This step is
designed to engage participants actively in the experiment and encourage their involvement
in analyzing framing processes. The model outputs are displayed using a HTML based
interface. This interface is interactive, and participants are instructed on its functionalities.
A screenshot of the interface for each model is provided in Figures [£.4] to

Third, to learn what linguistic attributes are more in line with framing evidence, we
asked participants to describe the most useful aspects of the results in helping them explore
framing processes. In addition, to learn the limitations of the models, participants are
asked if there is anything they would be interested to know when analyzing framing and
the models fall short in providing them with relevant information.

Fourth, participants reported their assessment of the utility of the model’s outcomes
in terms of a) being useful and b) being easy to understand for each of the four aspects
of framing processes. The ease of use is reversed coded to difficulty of use (Curran, [2016).
Below shows the list of items asked.

The results were useful in helping me understand ..

the issues discussed.

the causes discussed.

the moral judgments that were discussed.

the potential remedies suggested for those issues discussed

The results made it difficult to understand...

e the issues discussed.
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e the causes discussed.
e the moral judgments that were discussed.

e the potential remedies suggested for those issues discussed

Fifth, upon reviewing both the assigned models and evaluating them separately, par-
ticipants were asked to compare and contrast the utility of the reviewed models. This
assessment utilized items adopted from metrics introduced by [Hart| (2006)); Brooke| (1996).
These items are measured using a 7 Likert scale, and are listed below.

In comparing the two models, which model ..

e was more confusing to work with.

e helped you more successfully complete the task.

e required more effort for you to understand.

e provided information that was easier to understand.

e showed information in a needlessly complex way.

Responses are captured using a Likert scale ranging from 1 to 7, labeled as strongly
disagree to strongly agree.

To clarify, the responses to these survey items are not directly analyzed to determine
which model is the most effective in assisting researchers with their analysis. Such an
exploration is not feasible due to the limited number of research participants. Instead,
these survey items were leveraged to engage participants with the results, and to prompt
researchers to reflect on their experiences using each models. These responses were then
reviewed with participants in a follow-up semi-structured interview (discussed in following
section) to gain deeper insights into the aspects of each model that contributed to a more

or less effective experience, in terms of examining framing evidence.
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4.4.3 Phase 2: Qualitative Model Assessment in a Follow-up Semi-structured

Interview Study

Participants who completed the aforementioned survey study were invited to this follow up
semi-structured interview study. As discussed before, this follow up interview is designed
to gather greater details about how the respondents worked with each of the models, how
the patterns identified by each of these models might be indicative of framing language we
designed an interview study, and what are the challenges in the current models that may be
useful to addressed in future work. This semi-structured interview is designed as follows.
Participants responses are shared with them prior to the interview. During the interview,
participants’ responses are reviewed with them, and they are encouraged to share the way
they have leveraged the model’s results to attend to the questions on framing in the survey.

Examples of questions asked in this semi-structured interview is listed below.

e Can you describe how these patterns relate to the issues that are discussed in the

corpus?

e How did you use these patterns to understand the organization of facts and informa-

tion discussed in the corpus of documents?

e What aspects of these patterns help you understand how the causes of these issues?

Please provide a concrete example.

e How these patterns might assist you in recognizing any moral judgments that might
be expressed about the discussed issues? Was inferring moral judgment any different

than other aspects of framing?

e How these patterns might be leveraged to identify or infer the potential remedies that

are suggested in people’s discussions?

If participants did not provide a response to a question during the survey, they were
asked to describe any attempts they made, even if those attempts were unsuccessful.
The responses were analyzed using a thematic analysis approach (Braun and Clarke,

2006; Lofland et al., [2022)) to determine how the linguistic patterns identified by each of
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the discussed models most effectively assist participants in analyzing framing processes.
Specifically, this analysis explores which aspects of the results may be irrelevant or confusing
for the purpose of analyzing framing processes. Furthermore, these analyses examine which
of the proposed linguistic attributes are most relevant for analyzing specific aspects of
framing, including the identification of problems, the diagnosis of their causes, and the
suggested remedies. These analysis are conducted as follows.

The interviews, which were conducted on Zoom, were transcribed using Temi platform
(Temi, [2025). The author read through the transcripts and coded the key points made by
the participants that developed through transcripts. After creating the codes, the author
then reviewed the transcripts to ensure the identified codes are inclusive of all the key points
made by the participants. The author and her advisor discussed the codes, to ensure each
code is salient, and to validate the latent code identified by the author. By latent code, this
work refers to codes that is inferred to capture the essence of experience that the participant
reported, which may not be readily in the words used by the participants (Byrnel 2022).

The author and her advisor discussed, revised, and confirmed the code inferred by the
first author. Next, in a collaborative session the author and her advisor discussed the
codes, and grouped related codes under main themes that naturally emerged. Following
this step, the author reviewed the themes to ensure each theme is focused on a distinct
criteria, and whether the emerged themes cohere meaningfully together to respond to the
evaluation purpose in this study. Lastly, the author reviewed the transcribed to find excerpt
of interview that are related to each theme to be included in the following results. The

results of these analysis are described in Section

4.4.4 Interactive Interface for Human-Subject Model Evaluation

To facilitate analyzing the results in a human-subject study, a web-based interface has
been developed. This interface is interactive, and enables researchers to explore different
component of each of the models (e.g., top terms, grammatical relationships, co-occurring
terms, and top document examples).

Figure [4.4] provides a screenshot of the interface of the LDA model. This interface

includes topic terms, their probability, and example document in which topic terms appear.
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Probability Term Examples

T understand there will be some who need to travel from other states to return to a home in Vermont or
support a vulnerable family member. ...

ot These are challenging times, and we must support one another, not take advantage of others, said
suppo .
Governor Whitmer. ...

These are challenging times, and we must support one another, not take advantage of others, said
Governor Whitmer. ...

In the interest of public health, we are requiring modifications in operations for businesses that serve
food and drinks, and temporarily prohibiting interstate games and tournaments for indoor K-12 sports. ...

businesses 230, which will increase indoor capacity limits for certain businesses and increase both the general
US1]
indoor and outdoor gathering limit. ...

Tony Evers today announced another turn of the dial on Safer at Home to add even more opportunities

for Wisconsin businesses to get back to work in a safe and responsible way. ...

Figure 4.4: A screenshot of the LDA model’s interface, which includes topic terms, their probability,
and the example document in which they appear. Note: this screenshot only presents part of the
topic, to give an overview of the the model components, while ensuring concision.

Figure depicts a screenshot of the interface of the LDA-GR model. This interface
includes topic terms, their probability, the grammatical relationship in which each topic
term appears, as well as example documents in which topic terms appear in the captured
grammatical relationship. Piloting this model with a number of researchers in our research
lab, we learned that providing these grammatical relationships without their context makes
it hard to interpret. Therefore, in a post-processing step, we captured example documents
in which these topic terms appear in their associated grammatical relationships, provided
that those documents are representative of the topic.

Figure [4.6] depicts a screenshot of the interface of the LLTR model. This model, as
discussed in includes topic terms, topic terms probability, their co-occurring terms,
and example document in which topic term co-occurring with other topic terms within topic
document. Similar to the two other models, these example documents are chosen only if
their probability for the given document was above a certain threshold (i.e., threshold =

0.40).

4.4.5 FEvaluation Results

To reiterate, the evaluation study is designed to assess the perceived efficacy of the models
examined in this chapter in facilitating exploratory analysis of framing, rather than on the

framings that researchers identified in this study. Therefore, this section does not discuss
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Probability Term Examples

sacramento - governor gavin newsom and state health officials will hold a media availability today to
provide an update on the states response to covid-19. ...

BOVErnOT(p oy ) - -

sacramento - governor gavin newsom will provide an update tomorrow on the states response to
lcompound modifier - ., Q x
wildfires and the covid-19 pandemic. ...
[dependent)

sacramento - governor gavin newsom will provide an update tomorrow on the states response to the
covid-19 pandemic. ...

licensees multiple violations of the current michigan department of health and human services ( mdhhs
) emergency order include : allowing non-residential , in-person gatherings ; providing in-person dining ;
failure to require face coverings for staff and patrons ; and failure to prohibit patrons from congregating. ...

executive order 2020-109 , which takes effect immediately and continues through june 12 , 2020,
extends the following health and safety guidelines , among others : executive order 2020-108 which also
takes effect immediately and continues through june 26 , 2020 — maintains restrictions on visitation to g
compound modifier -(|[health care facilities , residential care facilities , congregate care facilities , and juvenile justice facilities ,
soverior) but authorizes the department of health and human services to gradually re-open visitation as circumstances
permit . ...

order(oun

denver , june 4 , 2020 : in accordance with governor jared polis executive order and public health
order 20-28 , , the colorado department of public health and environment today finalized guidance
outlining the steps required to allow personal and outdoor recreation activities to resume while minimizing
the potential spread of covid-19 . ...

Figure 4.5: A screenshot of the LDA-GR model’s interface, which includes topic terms, their
probability scores, the grammatical relationship in which they appear, and the example documents
of the appearance of each topic term in its associated grammatical relationship within the corpus.
Note that this screenshot only presents part of the results, to give an overview of the the model’
components, while ensuring concision.

Co-

Probability Term occuring

Example

provide

caljurisdictions and conduct preliminary damage in ination withlocal officials ...

+ i in our state have experienced immense chall since the covid-19 pandemic began, and they need our support, governor
elly said o..
+

employment and training services ($7 million grant) - this funding will expand career support services supported by the workforce
linvestment boards throughout the state ...

, beginning january 23 and throughout the severe weather, thetexas division of emergency management to provide support to
o

’;;

services

support [Tamilies were going to continue working to make sure that every wisconsinite knows how these funds are being used to fight the pandemic and
support families, farmers, and small businesses who need it most ...
programs weigand will help guide the states pandemic response and support agency programs in a post-pandemic ohio to develop modern,
linnovative approaches to address all public health needs ...
businesses this bill will give our restaurants more certainty for the future so they can once again lean into the outdoor expansions we allowed this past
summer to help recoup losses and strengthen their businesses and the jobs they support ...
signed boise, idaho - governor brad little signed an executive order today, forming his new coronavirus financial advisory committee to oversee
the approximately $1 ...
governor jay inslee released a today ding the of president joe bidens american jobs plan, the first part of his
build back better agenda ...
issued sacramento - governor gavin newsom issued the below statement today following the houses passage of the american rescue plan:i applaud
ltoday president biden and speaker pelosi on the passage of the american rescue plan - $1 ...

Figure 4.6: Screenshot of the LLTR model interface, including topic terms, their probability, a set
of co-occurring terms for each topic term, and example documents in which each topic term appears
with its co-occurring terms. Note that this screenshot only presents part of the results, to give an
overview of the the model’ components, while ensuring concision.

the specific framings that are identified in this study. Instead, it examines the criteria
considered by our participants in assessing the efficacy and utility of the models discussed,

as well as the ways in which they evaluated each model based on these criteria.

To find out these criteria, thematic analysis (Braun and Clarke, 2006} |Lofland et al.),

2022)) was employed (Described in Section. In conducting the analysis, the codes that
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emerged in the initial overview of the transcripts (Discussed in Section , were all fo-
cused on criteria about whether and how much different components offered by each model
were effective in assisting the participants find evidence of framings (e.g., breadth of infor-
mation, distinctiveness of topics), and whether and how much the results were consistent
and sufficient for inferring framing processes by our participants (e.g., diversity of example
documents, clear connections between example documents). These codes are grouped under
four main themes, which all are related to the criteria by which the participants assessed
the efficacy of the models in facilitating their analysis of framing processes. These criteria
included context, clarity, confidence, and curve. The following passage briefly summarizes
these four criteria. Next section then describes each of these criteria in greater details,
followed by discussions around the degree to which our participants believed each of the
three tested models met each criterion.

Context concerns the extent to which each model provides information about how each
linguistic pattern (e.g., topic terms) appears within its immediate sentence, and the overall
discussion in the document in which linguistic patterns occur. Participants also discussed
the importance of whether and how much the each model provides diverse, yet connected
contexts for each topic term, which was essential to capture broader arguments being made
across topic documents. Clarity focuses on whether and how much the relationship between
the model’s results and framing language in corpus is readily clear to the participant. The
clarity criterion is discussed in terms of whether and how much meaning of topic terms,
as well as the broader arguments being discussed across the documents is clear, and if
the participants could readily confirm the consistently of inferred framing across example
documents. Confidence pertains to participants perceptions about the model’s results
being representative of the whole corpus, as well as participants’ certainty about whether
and how much the framings that they inferred using the provided results were through and
were build upon on sufficient evidence. Curve, i.e., learning curve, refers to the time and
efforts the participants need to spend to both learn different components of each model’

results, and to then use those components to analyze framing.
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4.4.5.1 Context

4.4.5.1.1 Criterion Definition: Understanding framing requires not only evidence
about linguistic patterns that occur in a corpus, but also the indication about the con-
text in which those patterns occur. Here, context refers both to the other specific words
in close proximity of each topic term (i.e., within the same sentence) and to the overall
ideas being discussed in the document where the pattern occurs (e.g., the outbreak, or vac-
cination, or government responsibility). For example, to figure the context of topic term
“support”, participants examined the immediate sentence in which the term appears, but
they also needed to see the overall discussions around this term made in the document
in which the topic term appeared, as well as the overall corpus, to figure what different
type/types of support are considered and what entities are providing these supports, and
who are benefiting from it. To figure the discussions in which topic term occurred, partic-
ipants either used the co-occurring terms in the model that offered this component (i.e.,
LLTR), or skimmed, and sometimes needed to read the full document in the other two
models (i.e., LDA and LDA-GR).

To infer framing, according to participants, understanding the context of topic terms is
essential, but may not be sufficient. Specifically, participants highlighted the importance
of observing different contexts in which topic terms occur to help understand the overarch-
ing arguments constructed with these topic terms, and to validate if the inferred framing
is evident and consistent across multiple documents. For example, P1 noted that seeing
just one example document (i.e., context) for a topic term “felt random”, and they would
need to observe a broader range of example documents (i.e., different contexts) to ensure
that the framing evidence is consistent and not coincidental. In contrast, observing a topic
term within the context of multiple documents, especially when the documents were closely
related (e.g., different discussions around governmental supports for different impacted en-
tities), allowed participants to identify evidence of framing. For example, P2 referred to the
topic term “support”, and explained that seeing it across different documents helped her
understand the various types of supports that the government is providing to address the

pandemic and its effects on various entities, including small businesses and families.
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The importance of context(s), however, varied depending on the aspect of framing being
addressed. Specifically, when identifying the issues discussed, participants noted that while
context(s) facilitated easier inferences, they were still able to infer “general idea” (P2 and
P4) about the issues within the corpus by only reviewing topic terms. However, when
exploring other aspects of framing, namely causes, potential remedies, and moral judgments,
participants emphasized the necessity of seeing the topic terms within their context, before
making any inferences about these framing processes. For instance, P1 mentioned that “the
moral judgment piece has a lot more to do with, with tone [...] without the examples, I
think it’s, I'm not sure there’s really any way to get morality without that.” Along this
line, P4 emphasized the importance of seeing the context of topic terms to attend to moral
judgments being made in the corpus. Specifically, P4 noted that “moral judgments are
something that you need to physically read and kind of get the whole scope of the article
and kind of the tone of the entire article to kind of understand.”. For the moral judgment
aspects, in particular, participants also emphasized the importance of “diverse contexts” to
ensure if the moral assessment is consistent across documents and the captured evidence is
not random (e.g., “like heroes on the front lines, like that’s clearly a pretty like positive,
um, appraisal, [...] but this honestly didn’t stick out to me and it’s hard to tell if this is
indicative of, of sort of bigger things in these topics just because I think there’s like one or

two examples where it sticks out 7).

4.4.5.1.2 Models efficacy in providing context(s) Participants noted the models
differed in terms of providing effective context(s). Specifically, the LDA model is perceived
as the least effective in providing the needed context to analyze framing. While this model
provides multiple example documents for each topic term, offering the immediate sentence
and the documents in which each topic term occurs, these examples documents were not
perceived effective in providing the larger arguments being discussed in terms of how issues
are discussed, and the nuances around them (e.g., what are the causes to the issues and what
are potential solutions to address them) required to analyze framing. More specifically, the
model did not provide supportive evidence to help connect the individual context of each

topic term and form understanding around framing process. For instance, P4 mentioned
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that:

[...] the keywords or the terms that like that I encountered, um, they were really
helpful kind of developing like a base frame or like a general idea of what the
article was about. Um, it kind of lacked the specificity that I needed, especially
for the kind of more complicated components like the moral judgments and the

solutions.

Similarly, P2 mentioned while the LDA model signals the importance of words, it does
not provide supports to understand why each word is important and how it is used in the
documents (e.g., “I know that communities is important. I don’t know exactly how they’re
talking about communities.”).

In an attempt to figure out the broader arguments being made across the documents via
checking the different contexts in which topic term appeared, participants mentioned the
need to read the full documents, albeit reported to be not always effective. P2, for example,

mentioned that

[With the LDA model] I had to do a lot more reading and, um, like, it, it just
kind of felt like the terms that were being pulled out, I guess they are helpful,
but they didn’t provide me nearly as much information as the other one. So I

had to do a lot more digging and kinda reading with each of the terms.

Even when reading the documents, participants mentioned the provided documents in
the LDA model lacked enough “narrative” to give them a holistic overview of the documents.
More specifically, while LDA captured multiple documents in which topic terms appeared,
participants noted that the captured documents tend to be “very similar” (P1), falling short
in providing “different contexts” (P1, P2) in which topic term appear, thereby lacked the
evidence about providing an overview of the ideas being discussed (as opposed to the LLTR,
that provided different ways in which topic terms appeared).

For example, P1 refereed to the topic term “emergency”, and how all the example
documents provided using the LDA model for this term all are focused on “emergency

order”, as opposed to the different context in which this exact term appeared in LLTR.

111



Lack of diversity of contexts in which topic term appears in the LDA model made the
provided context less comprehensive, making it difficult for participants to capture framing
languages across the documents. Along this line, P2 emphasizes the lack of connections
across the documents, and notes that LDA seems to work as a “search function”, “[that]
is like somebody Ctrl+F for me, but they got to choose all the words that they looked up
[Instead of the participant getting to choose].” They emphasized that apart from the need
to read the whole documents captured in the LDA model, the example documents provided
by LDA were not as cohesive in terms of context that these documents provided.

The LDA-GR model is evaluated very similar to the LDA model in terms of the ef-
fectiveness of the context it provides for framing analysis, with only minor differences due
to offering an additional components, i.e., grammatical relationships. That is, similar to
the LDA model, participants explored the immediate context of each topic term (i.e., the
sentence in which topic term appeared), and the document in which topic term occurred.
However, in most cases, participants needed to read the full documents to understand the
context surrounding the topic terms. In addition, similar to the LDA model, the connection
between the topic documents were less clear, and as a result, this model also falls short in
providing the broader contexts to enable them identify the overall ideas begin discussed
within the corpus.

While the LDA-GR model captured and provided the grammatical relationship in which
topic terms occur, the grammatical relationships were not considered effective in capturing
the contexts that participants required to analyze framing. Specifically, participants men-
tioned their attempts to use the provided grammars to connect the topic terms as a way
to identify the broader arguments being discussed. However, these attempts were unsuc-
cessful due to a)the high level of effort required to understand how to use the grammars,
and b)participants needed to directly see the terms within their documents to understand
the broader discussions being made. That said, participants mentioned the grammars in-
fluenced the way they engaged with the example documents, making their readings more
intentional with respect to the grammatical relationships provided. For example, P3 men-
tioned that the provided grammatical relationships made her focus on the way each topic

term appeared in the document, and that in turn guided the process by which she cap-
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tured the context. For instance, P3 mentioned that there were time were looking at a topic
term alone they would consider it a noun, but the grammar components suggests this term
appear as a verb, and that would prompt them to look at the context in which this term
appear as a verb and learn about how the term is being used.

In contrast, the LLTR model was the most effective both a) in providing diverse contexts
for each topic terms made possible through the co-occurring terms and their associated
example documents, and b) in making the connection between different contexts more
readily visible, which together provided broader scope of ideas being discussed across the
corpus.

Specifically, the inclusion of co-occurring terms for each topic term, as well as offering
example documents in which these terms appeared together is discussed to provide a more
holistic overview of the topics (P1, P2, and P4). These components together offered the
needed and diverse contexts to attend to even more nuanced aspects of framing, such as

moral judgment. P1, for instance, noted:

These different words that go together [(i.e., co-occurring topic terms)] I think
provides like a much, provides what feels like a more holistic overview of what
is in the data. There’s just like a lot of examples and there are a lot of different,
different ones because they’re all showing these different word combinations, [...]
there is a lot more like I, language happening, like I'm thanking the governor,
um, here, their work will mitigate the pandemic. Like that feels very different
from almost any examples that came out in the other one [the LDA model]. [...]
this is under another sort of co-occurring word thing and it still has similar, like,
I am grateful we need to support. Um, so I think there’s, “together”, “together

9

we will work”. [...] there just seem to be like a lot of “we” and “collective

language” behind this.

Participants compared the example documents in the LLTR model with those in the
LDA model, highlighting how the LLTR model’s focus on offering distinct co-occurring
words and providing example documents for each of these distinct pairs of topic terms

and their co-occuring terms resulted in more diverse and comprehensive understanding of
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the corpus compared to the LDA. In contrast, while the LDA model provides example
documents, these tend to be highly similar and lack the necessary diversity in context for
effective framing analysis. Note that the reason for the need for seeing diverse contexts is
mainly discussed as it gives participants confident about whether or not the framing they
inferred is consistent across documents, or just appear in one random document (Discussed
under the Clarity criterion).

In addition, participants noted that in addition to diversity and thoroughness of the
provided context in LLTR (discussed above), this model made the connection between
different contexts readily visible. That is, by providing the different terms by which the
topic term co-occurred (i.e., the co-occurring term), and examples in which each of these
pairs appears, this model facilitated a more comprehensive understanding of the overall
ideas being discussed, without the need to read the documents in full. Put precisely, the
co-occurring terms made the connection between the documents more easily visible, thereby
provided the broader overview of the ideas being discussed within and across documents

readily available. P2, for example, mentioned:

I see some patterns here, of like these words that are showing up together. I
know that “continue working” is showing up. I know that “continue to provide”
is showing up, “continue to support”, “continue to work”. And so by seeing
those patterns of, of these things are coming up together, that these words are
coming up together, even just looking at this list, like work support, provide,
take, working, keep serve efforts, ensure like all of these words are, uh, you know,
linked to like a work ethic or hard work or like, um, consistency. And so it’s
definitely like this value that I’'m seeing around, um, work ethic basically around
hard work around, um, doing. And so I got that just from this model because
I didn’t even really need to look very hard at the examples. I didn’t need to
read very much. I could just tell from even this list of words, um, of the kinds

of values that are coming up in this text and or in these texts.

Furthermore, participants mentioned seeing different contexts in which topic terms oc-

curred assist them to make use of terms they would otherwise ignored in their analysis. For
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instance, P1 refereed to the topic term “new”, and how they would overlooked it in the
LDA model. However, seeing this word with different co-occurring terms and in different
contexts, such as new reports, new cases, new hospitalizations, new results, new symptoms,
new tests, helped better understand what the topic is about and what framing language are

happening in the topic.

4.4.5.2 Clarity

4.4.5.2.1 Criterion Definition: In leveraging the models’ results to identify framing
processes, participants frequently noted their efforts to clarify and confirm a) meaning of
topic terms, b) connections between topic terms’ contexts, as well as ¢) their own inferences
using each model’s results. At times, viewing example phrases in which topic terms appeared
was sufficient for participants to clarify meaning of topic words and their context, and
confirm their analyses. However, in other cases, participants found it necessary to read the
entire document or even multiple documents in full, depending on the model used, and the
framing aspects they were attending to (e.g., identifying the issues vs. inferring the moral

judgments).

4.4.5.2.2 Models efficacy in terms of clarity The different models varied in both
a) the frequency of required clarifications and b) their effectiveness in providing supportive
evidence to resolve confusion.

The LDA required the most frequent clarifications attempts. Specifically, participants
mentioned they would need to go back to the example documents in which a topic term
appeared, and in a lot of cases, read the whole document to confirm the meaning of topic
terms and their relationships between topic terms. They also refereed to the documents to
confirm whether the framing processes that they inferred using the topic terms was evidence

in the immediate document in which topic term appeared. P2, for example, mentioned:

I had to do a lot more reading and, um, like, it, it just kind of felt like the terms
that were being pulled out, I guess they are helpful, but they didn’t provide
me nearly as much information as the other one [i.e., the LLTR model]. So I

had to do a lot more digging and kinda reading with each of the terms. So
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like, just having access and there are no other kind of related words. I'm like,
okay, what access? Like that could mean so many things in so many different

contexts. So then I actually had to read more.

Participants noted that verifying the consistency of inferred framing evidence across

multiple example documents was essential to them, and they would not relying on a single
occurrence of framing evidence within a document. For instance, in relation to the need

for multiple instances to confirm framing inferences, P1 discussed the LDA model did not

provide example documents to confirm their attempts to infer moral judgment.

like that’s clearly a pretty like positive, um, appraisal, um, morally of healthcare
workers. Um, but this honestly didn’t stick out to me and it’s hard to tell if
this is indicative of, of sort of bigger things in these topics just because I think
there’s like one or two examples where it sticks out and it’s, it’s, it’s much harder
I think to assess like, does this cover this whole data set? Um, because it also
felt a little bit random in terms of where it was showing up, like there was one
here or there. Um, but it wasn’t like all of the, um, examples under emergency,
for example, were talking about sort of the positive response to an emergency.
So I think that makes it a lot harder than with sort of the different topics. You
can sort of make some assumption that okay, these are repeating multiple times,
so these are probably part of this larger data set, not just sort of a fluke of this

one example has this tond?]

In addition to frequent needs for clarification, this model also made the process of

clarification “more tedious” (P2, and P4) (e.g., “[with LDA model] the lack of information
made things a lot more tedious [...] it took more time clarifying and took more time finding

those confirmatory measures just to make sure I was able to assign certain things to like

the correct component of framing. 7, P4)

For the LDA-GR model, participants noted that they went through an additional clar-

ification process compared to the LDA model, due to the inclusion of grammatical rela-

tionships as a unique component of this model. Participants noted to first engaged with

4Note that this quote was also used to explain the Context criterion.
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the grammars in an attempt to connect topic terms using their grammatical relationship.
P1 mentioned clarifying the connection between topic terms, compared to LDA, was rela-
tively less challenging (e.g., “it’s make me feel like, oh, there are less, um, uh, obstacles,
less difficulties.”). P3 participants found this component (i.e., grammatical relationships)
to be effective in informing participants about the role of each topic term when reading its

context. Specifically, P3 mentioned:

Then I started to find where that particular word really is in that sentence,
and sometimes kind of like different from what I would imagine. And that’s
interesting. So I, I sometimes also might not look at the term definition very
closely. And for example, when I see order, like if I don’t read the explanation
carefully, I might be thinking about verbs, right? So things like here there’s
order, but there’s a verb. I was probably thinking about that in my mind. And
when I open up this window though, it highlights it. You put the sentence in
bold, I will read, oh, this is emergency order, and there’s more explanation of
what that it really is. So that’s helpful, especially when I come back and like

look at this term a little more closely.

Although relatively useful for clarifying the role of each topic terms, given the effort
required to leverage this grammatical relationships, participants reported to eventually give
up on it (discussed in more detailed in section . Next, participants went over a
similar process as for the LDA model to clarify meaning of words using the context, and
to confirm if the framing they inferred is supported within and across the topic documents.
Again, similar to the LDA model, participants noted to have to read the full text to get
the meaning of words, and understand if they interpret the topic correctly. In this process,
participants mentioned they still tried to accounted for the grammatical relationship in
which topic term occurred while digging into the document, which made their reading
process more intentional.

The LLTR model significantly reduced the frequency and complexity of clarifying term
meanings and contexts, for two primary reasons. First, by presenting co-occurring terms for

each topic term and the contexts in which they appeared, LLTR provided readily available
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context, reducing the need for further clarification of contexts. Second, the capturing the
diverse co-occurring terms for each topic terms, and consequently, diversity of these contexts
for topic term pairs, offered a comprehensive overview of the corpus and the arguments being
made across the documents. This accordance facilitated the identification of supporting
evidence for framing language within and across documents, making the clarification process
easier. Specifically, participants reported a reduced need to read entire documents, due to

LLTR’s co-occurring term feature, if at all For instance P2 mentioned:

I see some patterns here of, of like these words that are showing up together.
I know that continue working is showing up. I know that continue to provide
is showing up, continue to support, continue to work. And so by seeing those
patterns of, of these things are coming up together, that these words are coming
up together, even just looking at this list, like work support, provide, take,
working, keep serve efforts, ensure like all of these words are, uh, you know,
linked to like a work ethic or hard work or like, um, consistency. And so it’s
definitely like this value that I’'m seeing around, um, work ethic basically around
hard work around, um, doing. And so I got that just from this model because
I didn’t even really need to look very hard at the examples. I didn’t need
to read very much. I could just tell from even this list of [i.e., co-occurring]
words, um, of the kinds of values that are coming up in this text and or in these
texts [referring to the excerpts in which topic terms and their co-occurring terms

appear].

Similarly, P1 and P4 noted that the co-occurring terms clarified the relationship between
terms, provided an overview of how the topic terms relate to one another, making the
framing evidence much clearer and nearly eliminating the need to read entire documents

for clarification.

4.4.5.3 Curve

4.4.5.3.1 Criterion Definition: In assessing the models’ usability the models, partic-

ipants considered the efforts required in working with each of the models, i.e., “learning
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curve”. This criterion includes two aspects, 1) model learning curve, which relates to
understanding the different components of each model (e.g., top terms, grammatical rela-
tionships), and 2) results learning curve, which pertains to the effort needed to explore
framing language through the model’s results. In many cases, the models’ learning curves
were inversely related to the results learning curves. This section presents the results based

on participants’ evaluations of each model in terms of these two learning curves.

4.4.5.3.2 Models efficacy in terms of Curve The LDA model, is discussed to require
the least model learning curve, mainly due to this model’s reduced number of components
(i.e., topic terms and example documents). However, this same reason, i.e., less supportive
components, led to LDA having the greatest results learning curve in exploring framing
evidence. Specifically, participants discussed the LDA model did not provide any supportive
components to find the connection between topic terms, and to find the broader ideas being
discussed beyond the example documents. As a results, this model made it more difficult to
utilizing its results to effectively analyze and understand the nuances of framing within and
across the documents. More specifically, participants found it challenging to determine the
connection between the different contexts (example documents) in which each topic term
occurs, to connect the contexts of different topic terms, and to examine whether the inferred
framing is salient across documents. They reported to need to do more extensive reading of
example documents, and spend more cognitive effort when exploring this model’s results.
The LDA-GR model, exhibited a higher model learning curve compared to LDA, due to
inclusion of grammatical relationships in which topic terms occurred. Overall, participants
reported a moderate model learning curve in understanding how to interpret and utilize
the grammatical relationships for each topic term. This model also had high (but not the
highest) model learning curve. Specifically, the grammatical relationships provided more
support to help read the documents more intentionally with respect to the role of each
topic term, making this process relatively easier compared to the LDA model. However,
this grammatical relationships still did not provide the support needed to effectively find
framing evidence in the results. Put precisely, the primary challenge arose during the

results learning curve, as participants found it more demanding to integrate topic terms,
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their grammatical relationships, and associated documents to identify and analyze framing
within the data. For instance, P5 relates the use of the LDA-GR model to solving a “puzzle”,
and mentions that “It takes more effort for me trying to like, you know, put all the things
together, all the puzzle together”.

Lastly, the LLTR model is argued to have the highest model learning curve, requiring the
greatest effort from participants to understand its different components (i.e., topic terms,
co-occurring terms, and example documents). Similar to the LDA-GR, the higher model
learning curve is the result of the additional components offered in this model, i.e., the co-
occurring terms. However, this additional components, i.e., the co-occurring terms captured
for each topic, is ultimately rewarded, as the inclusion of co-occurring terms significantly
facilitated the “results learning curve”, enabling participants to more effectively utilize the

model’s output for framing analysis. For instance, P1 noted:

So there was maybe a little bit of a learning curve to figure out how
to use it. Um, I think the upside of all that complexity is that there’s sort of a
lot more nuance here. I think as I’ve been saying, like I do think these topics (in
the LLTR model), those different, um, topics did sort out a lot more discreetly.
It was a much easier to sort of see them as different things. And all
of the examples I think were incredibly useful to sort of dig in and get
a better sense of what, what these words were, were doing. Um, and I think I
just, I this like the multiple bolded words in the example, I am sort of amazed

at like how helpful that that is.

4.4.5.4 Confidence

4.4.5.4.1 Criterion Definition: Participants also discussed their experience in terms
of confidence when working with each model. This criterion is examined under two main
aspects, a) confidence in the results provided by each model, and b) confidence in their own
analysis based on the model’s outputs.

Participants confidence about the models’ result mostly focuses on whether and how

much the results provided by each model are representative of the corpus. More specifically,
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participants emphasized the extent to which each model provided a more comprehensive
view of the data in the corpus, as well as the diversity of the supporting documents, while
maintaining topics’ focus. Patricians’ confidence in their own analysis is directly related
to their trust in the model’s results being representative of the corpus, as well as their

perceived level of success in identifying framing processes using each model’s results.

4.4.5.4.2 Models efficacy in terms of Confidence Participants expressed relatively
the least confidence in the LDA model, moderate confidence in the LDA-GR, and the highest
confidence in the LLTR model, both in terms of confidence about each model’s results, and
their own analysis using the model’s results.

With the LDA model, participants emphasized how the model fall short in providing
the full overview of the corpus, making them less certain about whether or not the provided
context using this model is representative of the whole corpus. While the model provided
multiple example documents for each topic term, these documents were reported to be
very similar, thus the offered context that lacked diversity and comprehensiveness. P1, for
example, mentioned while they saw one document with moral language in it, it “felt a little
bit random ”, thus they could not trust to make their analysis of moral judgment only based

on one sample document. More specifically, P1 mentioned:

I think [with LDA model] this was challenging ’'cause I think there, there are
some places like I'm seeing right now, like this one has some moral judgment.
Um, I'm now seeing like heroes on the front lines, like that’s clearly a pretty like
positive, um, appraisal, um, morally of healthcare workers. but this honestly
didn’t stick out to me and it’s hard to tell if this is indicative of, of sort of bigger
things in these topics just because I think there’s like one or two examples where
it sticks out and it’s, it’s, it’s much harder I think to assess like, does this cover
this whole data set? Um, because it also felt a little bit random in terms

of where it was showing up, like there was one here or there.

Participants confident in their analysis was directly related to their perceptions about

whether and how much the model’s results are representative of the whole corpus, and
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their perceived success in inferring the framing processes. With respect to the first aspect,
for example, P2 mentioned “ I don’t know what, I'm not framing because I'm seeing such
a limited amount of the text, so I'm like wondering how these snippets were chosen”.
Regarding the second aspect, P4 mentioned “[with LDA model], I wasn’t as thorough as I
would have liked to be, or I didn’t feel as confident in my responses than I would in the
second model [i..e, the LLTR model]”.

Participants discussed to be more confident with the LDA-GR compared to the LDA
model. This assessment is directly related to the way LDA-GR provided the grammatical
relationship in which topic terms appear, and the way this component provided relatively
more support to connect topic terms with more certainty. For instance, P5 emphasized the
way these grammatical relationship helps them to be “objective” when they were connecting
the topic terms together to make sense of these terms and find framing evidence (P5) (ADD).
Another participants also mentioned accounting for the grammatical relationship in which
topic terms occurred helped them to correct their assumptions, making them more confident

in their own analysis. More specifically, P5 mentioned that:

they [i.e., grammatical relationships| were correcting my assumptions because
I remember like before I click on it, I was thinking, oh, this must mean that
things were getting worse, but it actually talk about the, it getting better or

vice versa.

However, similar to the LDA model, the example documents provided by LDA-GR were
not as diverse and participants felt these examples may not be representative of the whole
corpus. As a result, this model fell short in providing a broader overview of the corpus,
leading participants to feel less confident in whether the results were representative of the
whole corpus.

Lastly, participants expressed the highest level of confidence in the results generated by
the LLTR model, and consequently, in the framing analysis they conducted based on these
results. This assessment is linked the breadth of information covered in the LLTR (P1,
P2, and P4). Specifically, the different co-occurring terms captured for each topic terms,

as well as readily capturing the way each pair of topic terms and its co-occurring terms

122



appear in the context of diverse set of documents offered a “holistic overview of the corpus”
(P1). Having a clear overview of the corpus made participants feel more confident in the
thoroughness of the results, and in turn their own analysis using the results. For instance,

P1 noted that

I think it’s definitely, it’s, it’s the volume but like the correlate to the
volume is also the breadth. It’s, it’s just like there’s a lot, there’s a lot more
different stuff. It’s not just that there is more, there is a much bigger
spread of material, um, that I think gives more confidence that you’re

getting a fuller picture of what this is.

P2 compared their experience working with the LLTR model to their experience when
doing inductive coding, stating that they would be more confident if the model supplement
their analysis, due to two factors. First, it makes much less time to explore large volume of
data. Second, the model can divide its attention equally to different part of the documents,
since it works based on the idea of capturing the most probable words. More specificity,

they mentioned:

There are two big ones. One is time and like [the other one is] attention, right?
[regarding the time aspect], it would have been a, a lot for reading all of that
and then analyzing it would’ve taken a really, really long time. but then the
second one [regarding the attention aspect] is after a while of reading, there are
gonna be things that I'm gonna miss that. [...] the model, [however] is not gonna
get tired of finding the probability, so it’s a little more reliable than me reading
through, and I probably wouldn’t have read through, um, as systematically as,
as like the model is gonna just find the probability. like there would be less
consistency and I probably would’ve emphasized certain things just because I

was reading more attentively at certain times compared to others.

All the participants unanimously mentioned they are interested to use computational
models to “supplement” their framing analysis and provide “framing evidence”, but they

would not be comfortable with allowing these models to infer framing processes directly.
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Criterion | LDA LDA-GR LLTR

Context Sufficient Contexts to Sufficient  contexts to Provided the most effec-
capture discussed issues capture discussed issues tive contexts by capturing
xFalls short in providing | xFalls short in providing | co-occurring terms
the broader overview of | the broader overview of Context readily and
ideas discussed in corpus ideas discussed in corpus easily available through
x Lacks diverse contexts x Lacks diverse contexts offering co-occurring terms

Offered contexts were
diverse and comprehensive

Clarity x Lacks clear connections Grammatical relation- Made meaning of topic
between example documents | ships helped clarify how the | terms clear, due to provid-
x Required a lot of reading | topic terms are used ing their co-occurring terms
of the documents in full to | x Efforts required to ac- Fasy clarification process,
clarify the meaning of words | count  for  grammatical | due to providing the broader
x Required a lot of reading | relationships made this | overview of the corpus
of the documents in full to | process less effective
confirm the inferred framing | x Required a lot of reading

to confirm inferred framing

Confidencd x Lack of diverse contexts, | x Offered more confidence Offered confidence in
and sparsity of context | about connecting the topic | model’s results being rep-
supporting each framing | terms, due to providing | resentative of the broader
evidence made researchers | grammatical relationships. overview of the corpus.
less confident about the | x Offered less confidence Made participants more
results being representative | about whether model results | confident about their fram-
x Less confidence about | are representative of the | ing analysis
representatives of results | broader corpus
reduced participants’ confi-
dence in their analysis

Curve The easiest model learn- | x Increased model learning | x The steepest model learn-

ing curve, due to the lowest
numbers of components

x The greatest results learn-
ing curve, due to the lack
of supportive components to
connect the results

curve, due to the addition of
grammatical relationships

x  High results learning
curve, due to the lack of suf-
ficient connections between
example documents

ing curve, due to increased
numbers of components
The least results learn-
ing curve, due to ease of
connecting the model’s
components, mostly made
possible through capturing
co-occurring terms

Table 4.1: Comparison of the LDA, LDA-GR, and LLTR models in terms of context, clarity,
confidence, and curve. The LLTR model provided the most diverse and interconnected contexts,
enhancing the clarity of framing evidence and resulting in the highest confidence in model results,
thereby participant’s highest confidence in their own framing analysis. However, LLTR requires the
steepest learning curve.
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The participants highlighted the nuances involved in framing processes, and how they would
not rely on computational models to infer these nuances. In addition, participants all
emphasized linguistic patterns are important, but it is important to see the context in which
these linguistic patterns appear. Thus, any model that is designed to support researchers
with these analysis should effectively provide the context in which these linguistic patterns
appear, so that researchers can refer to these contexts to understand the broader ideas
being discussed and to confirm whether or not there inferences are consist across different
contexts. This feedback aligns with the approach adopted in this work, which designs and
utilizes computational techniques to capture linguistic patterns indicative of framing with
the goal to facilitate exploratory analysis, rather than designing these models to directly

infer framing processes.

4.4.5.5 Summary of the models evaluations

This section summarizes effectiveness and usability of the three models as evaluated by
participants across the four key assessment criteria, discussed in preceding section. Table
outlines an overview of this this summary, in terms of whether or not each model meets

the criteria mentioned by the participants.

4.4.5.5.1 Assessments of LLTR: Participant assessments indicated that the LLTR
model exhibited the highest efficacy in providing diverse and connected contexts. This as-
sessment was attributed to the model’s co-occurring term component, participants reported
as highly effective in facilitating framing analysis. Participants reported that the LLTR
model required the least attempts to clarify results interpretations, and the inferred framing
processes. When clarification was needed, the process was significantly more straightforward
compared to the LDA and LDA-GR models. This enhanced usability was attributed to the
LLTR model’s unique feature, i.e., the inclusion of co-occurring terms for each topic term
within the context of example documents. By providing a comprehensive corpus overview
through diverse contexts for each topic term, the LLTR model cultivated greater confidence
in the representativeness of its results and enhanced participant confidence in their own

framing analysis. However, the LLTR model exhibited the steepest model learning curve,

125



primarily due to its additional components (i.e., co-occurring terms). Nonetheless, once par-
ticipants became familiar with these components, the results learning curve for examining

framing evidence became greatly faster and smoother compared to the other two models.

4.4.5.5.2 Assessment of LDA: The LDA model is discussed to fall short in providing
sufficient contexts required for framing analysis. Participants frequently reported the need
to read the example documents in full to clarify meaning of terms and the connection
between topic terms, and confirm whether the framing evidence they observe is consistent
across documents. This necessity for clarifications, coupled with the perceived randomness
of the context in which topic term occurred, resulted in participants’ lower confidence in
both the model’s results and their own analyses using those results. In terms of learning
curve, due to the model’s reduced number of components (i.e., topic terms and the example
documents), the LDA model has the least model learning curve. This reduced number
of components, however, comes at the cost of the greatest results learning curve, as the
participants did not have “supportive components” while they were examining framing

evidence, and needed to read the documents in full more often.

4.4.5.5.3 Assessment of LDA-GR: Similar to LDA, the LDA-GR model is discussed
to fall short in providing diverse contexts for topic term. Compared to LDA, however, gram-
matical relationships in LDA-GR helped participants be more intentional when reading ex-
ample documents. That said, the provided grammatical relationships did not contributed
to capturing the broader arguments being discussed across the documents. This compo-
nent (i.e., grammatical relationship), made participants feel they are able to connect topic
terms more “objectively” compared to LDA, making them relatively more confident in their
framing analysis. However, given the cognitive efforts required to utilize grammatical rela-
tionships, participants reported to give up on this affordance of LDA-GR and relied more
in reading the provided example documents. Compared to the LLTR model, this model
falls short in providing the different contexts in which a topic word occurs, and therefore,
does not provide the broader overview of the contexts. As a results, participants did not

feel through enough with their analysis. Furthermore, the LDA-GR model exhibited the a
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high results learning curve, which was due to efforts required to account for grammatical
relationships, albeit often not effective, as well as the necessity felt to read the documents

in full.

4.5 Contribution and Future Work Directions

This chapter makes a technical contribution by offering a computational model that facili-
tate the analysis of framing processes across the wide, heterogeneous information ecosystem.
To summarize, to design these models, this chapter investigates linguistic attributes whose
relevance to framing language is motivated by the concept of framing and the functions
it performs, as well as prior work in identifying the prominent frames. This chapter then
examines the effectiveness of these proposed attributes in identifying patterns that pertain
to the language of framing, the work presented in this chapter both explores an existing
unsupervised topic modeling approach, the LDA model, as used in prior studies (e.g., Blei
et al,|2003; Walter and Ophir} |2019), and also expands this model, and design and develop
two other models to incorporate linguistic attributes not integrated in prior models. This
chapter evaluates the proposed models and examines how the linguistic patterns identi-
fied using these models might be effective in assisting researchers in identifying evidence of
framing processes in language. The evolution study demonstrates that the Linked Latent
Theta Role model (LLTR), by capturing both topic terms, and their interrelationships, and
through offering the diverse contexts in which these terms appeared together, provides a
more effective and more comprehensive understanding of framing processes within a large
corpus of documents compared to the LDA and LDA-GR models.

The techniques designed and developed in this chapter contributes to a) misinforma-
tion research, by enabling to study the broader scope of misinformation and its impacts
through the lens of framing (Discussed in Chapter , b) research on phenomena similar
to misinformation, such as disinformation and rumor spreading to examine the manifesta-
tion of such phenomena and their impacts in framing processes, and more broadly to c)
framing research by enabling to examine framing processes around different events using an

ecological approach.
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In the context of this dissertation on misinformation, the designed and developed com-
putational techniques in this chapter, in particular the LLTR model, enhance the analysis of
framing, and makes it possible for this dissertation to investigate the relationships between
framing processes and the phenomenon of misinformation. In particular, the designed and
developed LLTR model makes it possible to study and observe some of the manifestation
of misinformation impacts as evidence in processes of framing (discussed and examined in
great detail in the next chapter)

In addition, the computational techniques presented in this chapter makes a valuable
contribution to research on similar phenomena, such as disinformation dynamics, the spread
of rumors, and the role of deep stories in facilitating such rumors (e.g., Starbird et al., [2019;
Prochaska et al., [2023)). More specifically, the tools presented in this chapter enables to
explore both the dynamic of such phenomena by looking at the content shared that are re-
lated to specific disinformation efforts, and/or rumor, as well as to examine the evidence of
manifestation of such phenomena on people interactions and processes of meaning construc-
tions. For instance, considering disinformation as a collaborative work that is distributed
across media ecosystem (Starbird et al., |2019), Prochaska et al.| (2023) studies the dynam-
ics of these efforts by tracking deep stories (Polletta and Callahan), [2019). In their work,
Prochaska et al.| (2023) adopts a qualitative coding approach and suggest that disinforma-
tion might mobilize online audiences. Given that these processes are not always evident
in single documents, and researchers may lack awareness of all relevant deep stories, qual-
itative coding for these stories can be overwhelming, if not impossible in some cases (e.g.,
when there is no prior knowledge of potential deep stories). The LLTR model developed
in this chapter can be employed to examine the framing processes involved and may of-
fer a valuable approach to examining disinformation dynamics, potentially addressing the
challenges associated with the qualitative coding approach

Furthermore, the techniques presented in this chapter more broadly contribute to fram-
ing research with different focuses. Specifically, by enabling researchers to analyze fram-
ing processes related to different events across the wide, diverse information ecology, the
techniques designed and developed in this chapter enables framing researchers to examine

framing processes with a more ecologically situated approach on framing evidence . For
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example, using these techniques research can expand knowledge on framings around how
people interpret different events (e.g., residential elections, ongoing global conflicts, or poli-
cies concerning minority groups) using a more ecological approach. Put concisely, not only
the techniques provided in this chapter addresses the scalability concerns of manual cod-
ing, a techniques that is commonly used to analyze framing, these techniques also enable
to expand our horizon when examining framing processes beyond the framing evidences
within a single document. Put differently, using these techniques, enables to synthesis
on evidence across documents to infer framing processes that might be distributed across
multiple documents.

While the LLTR model, designed and developed in this chapter, is shown to be effective
in facilitating exploratory analysis of framing, it represents an initial step in applying compu-
tational techniques to examine framing from a dynamic, processual perspective. Therefore,
this model offers opportunities for future research to build upon. First, future work can
improve the usability of this model, particularly given the model’s steep learning curve.
Conducting human-subject studies with researchers as participants could provide valuable
insights for enhancing user experience with this model. Second, future work should explore
the integration of additional linguistic features, such as catchphrases and metaphors, to en-
rich the model effectiveness in providing evidence of framing processes. Future work can also
examine implementing variable weighting for document sections (e.g., titles, introductions,
bodies, conclusions) based on their potential framing influence, as suggested by researchers

who evaluated and discussed the efficacy of the tested models.
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Chapter 5

Exploring Misinformation as a
Sociological Phenomenon: The
Entanglement of False and
Misleading Content with Framing

Processes

5.1 Introduction and Motivations

In line with this dissertation’s view of misinformation as a broad sociological phenomenon
that transcends any individual piece of false or misleading content, this chapter examines
the relationships between the processes of framing and the phenomenon of misinformation.
Specifically, it examines whether and how there are differences in the way communities with
different prevalence of false and misleading content perceive and interpret world events, in-
cluding the way they frame different events, and the way they respond to framing presented
by other sources, either implicitly or explicitly.

Building on the findings from Chapter [3] which demonstrates the broad impacts of the

prevalence of false and misleading content and community response at the com-
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munity level (e.g., influencing individuals’ perceptions about a community and its norms),
this chapter explores how the interplay between these elements could manifest in the pro-
cesses of meaning constructions about an event (i.e., framing). Chapter [3| primarily focuses
on community responses in terms of expression of agreement and disagreement with shared
content. However, community responses are indeed more nuanced than simple expressions
of agreement or disagreement. To capture these complexities and further explore the inter-
action between community responses and false or misleading content, this chapter adopts
the concept of framing, as motivated in the previous chapter. In particular, it investigates
how framing is manifested in both individual responses to news media articles and in the
collective discourse within online communities regarding these articles.

To account for the prevalence of false and misleading content and to examine
its interplay with community responsee, this chapter examines framing processes in two
communities with varying levels of false and misleading content prevalence. It explores the
way these two communities respond to the framing of the same event in the mainstream
news media articles, focusing on the differences in frame manifestation between these two
communities.

Indeed, online communities might respond to framing depicted in the news media in
different ways, from reinforcing the framing in the original content to revising it in some
way, to completely rejecting the provided framing and offering their own perspectives. This
chapter explores whether there are meaningful differences in how communities engage with
these ways of responding in online communities wherein false and misleading content is less
or more prominent E When referring to community responses, this work both accounts for
the content individual community members share about mainstream news media articles
(i.e., posts), as well as community members’ discussions around the content shared (i.e.,
comments). Put precisely, this chapter asks:

RQ: What are the differences in how the processes of framing unfold, as observed in

LGiven the numerous factors that come into play when communities interpret events and respond to news
content from other sources, the work presented in this chapter is not intended to test causal impacts of the
prevalence of false and misleading content on the way communities frame an event. Instead, this study takes
an observational approach and explores whether there are any meaningful differences in the way an event is
framed in response to mainstream news media, in online communities wherein false and misleading content
is less or more prominent.
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community members’ interactions/discussions in response to events covered in (mainstream)
news media when false and misleading content is more or less prevalent within a community?

To investigate the processes involved in framing, this chapter leverages the computa-
tional model developed in Chapter {4} specifically the Linked Theta Role Model (LLTR),
that is identified to be the most effective in assisting researchers with analysis framing pro-
cesses. As a testbed to explore processes involved in framing and investigate the research
question motivated above, consistent with the focus of the data in Chapter [4] this chapter

sticks with the COVID-19 pandemic, for the reasons described in the preceding chapter.

5.2 Methods and Experiments

This section outlines the methods developed and utilized to investigate the research ques-
tion presented above, including the study designs, data collection processes, and analysis

procedures.

5.2.1 Study Design: Examining the Interplay between Misinformation
and Framing Processes, as Evidenced in Community Responses to

Mainstream News Media

As motivated in Section to examine the interplay between false and misleading content
and community response through the lens of framing, this chapter examines the differences
in framing manifestations evidenced in communities response to news media framing of the
same event (i.e., RQ stated in section . To do so, it focuses on the content (i.e., posts)
that community members share about news covered in mainstream news media about an
event, and the discussions that occur around those posts (i.e., comments).

With this goal, this chapter employs the approach described in Chapter [d]that is the most
effective in analyzing framing processes, i.e., Linked Latent Theta Role (LLTR). Specifically,
it investigates the framing of the COVID-19 pandemic in two communities wherein false and
misleading content is less and more prevalent (e.g., r/science, and r/conspiracy), as well as
the framing of the same event in the news media articles, and compare and contrast these

processes. It examines how each of these communities might shift the framing depicted
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in the news media articles about the COVID-19 pandemic, in a way that might reinforce,
revise, or entirely reject the framing in the original content.

To compare and contrast these processes, this chapter mainly conducts a qualitative,
exploratory analysis of the inferred framing processes across each of these communities
and the news media articles. The qualitative portion is motivated with the nature of
framing, that is inherently exploratory and requires engagement with the actual documents
and nuances in language. Next, it explores quantitative investigations to to bring specific
evidence to support the aforementioned qualitative analysis.

Thus, as the first step, this work examines the evidence of framing processes in each of
the two aforementioned communities, as well as in the news media articles that are being
shared. Specifically, it examines the functions which framing performs in each of these
communities, such as determining what counts as problems, who are assigned the agencies,
what remedies are suggested, and potential moral judgments that are discussed regarding
the situation. Next, this work investigates the differences between the framings that are

evidenced in each of these communities with the framings manifested in the news media.

5.2.2 Creating the Corpus

The corpus includes documents from the following three sources: a) an online community
wherein false and misleading content is more prominent, b) an online community wherein
false and misleading content is less prominent, and ¢) prominent news media in the U.S.
To be specific, for an example of online communities wherein false and misleading content
is relatively more prominent, this work focuses on a community on the Reddit platform,
the r/conspiracy subreddit. This community has been referred to as the most prominent
conspiracy theories community in prior work (Phadke et al., 2022), and is well-known in
research around misinformation on social media (e.g., Phadke et al.| 2022} Klein et al.,|[2019).
For an example of online communities wherein false and misleading content is relatively less
prominent, this work focuses on the r/science community on Reddit, which is known as the
largest scientific community on the Reddit platform. This community is referred to as the
polar opposite of the r/conspiracy community in terms of prevalence of false and misleading

content (Phadke et al.| [2022). To examine the framing of the COVID-19 pandemic in news
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media, this work focuses on the mainstream news media outlets that are linked in these
sub communities. Informed by prior work, mainstream news media is considered any news
outlet that has a high reach, and thus, can potentially influence many people opinion and
thoughts of current events (Chomsky, 1997). These outlets hire trained journalists and
editors to ensure quality of their content, and present the news across channels (e.g., AP,
CNN, WSJ, The New York Times, MSNBC, ABC News) (Maryville University, [n. d.]; new),
2022; Basch et al., 2020)).

The data for this study is collected from a public repository, named [Academic Tor-|

This repository is collected and maintained by researchers. To collect data of interest
from this resource, first the posts that contains at least one of the COVID-19 related key-
words (e.g., “COVID19”, “coronavirus”, “ncov2019”, “2019ncov”, “nCoV”, “CoV2019”,
“2019nCoV?”, “COVID19”) (Wicke and Bolognesi, 2020) are extracted. This step resulted
in a dataset containing 552 posts from the r/science community and 902 posts from the
r/conspiracy community, spanning the years 2019 to 2023. Next, given that this study fo-
cuses on the evolution of framing in response to framing of the COVID-19 pandemic in the
news media, the dataset was filtered to include only posts that link to articles from main-
stream media outlets. This inclusion criterion resulted in 132 posts from the r/science com-
munity and 218 posts from the r/conspiracy community. Following this step, all comments
on these posts were retrieved to facilitate an exploration of the discussions surrounding the
shared news. The posts received a varying number of comments, ranging from 0 to 290,
with a mean of 20 comments (SD = 39.54).

Most of the posts were short, and much of the discussions occurred in the comment
sections following the posts. To address the issue of short documents, the pre-processing step
involved concatenating each post with all the associated comments into a single document.
However, since posts received varying numbers and lengths of comments, the resulting
documents varied significantly in length. To create more uniform-length documents, the
documents were truncated to approximately 300 tokens. This length was chosen arbitrarily
based on exploratory analysis of the average length of discussions around shared news media.
As a result, the final corpus consists of 1517 documents, each with an average length of 300

tokens.
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5.2.3 Analyzing Framing by Synthesizing Framing Evidence Across Top-
ics

Leveraging the Linked Latent Theta Role Model (LLTR), which is identified to be the most
effective model in assisting researchers to identify evidence of framing in Chapter [4, this
chapter examines the manifestation of framing processes across LLTR results (i.e., topics).

Due to the inherent complexity of framing analysis, a qualitative investigation is con-
ducted to enable engaging with the linguistic patterns captured in LLTR topic results,
and infer the evidence of framing processes within these results. This section details the
multi-step procedure used to leverage LLTR topics for identifying framing processes (Sec-
tion . Subsequently, it details the approach taken to identify framings within spe-
cific sources — namely, r/science, r/conspiracy, and mainstream news media (Section .

Finally, it describes the methods employed for the cross-source comparison of framing pro-

cesses (Section [5.2.5)).

5.2.3.1 From Topics to Framings

This section outlines the methods taken to analyze framing, which include a) extracting
topics using the LLTR model, b) analyzing each topic captured by LLTR to identify key
points at the topic level, and c¢) synthesizing across the captured topics to infer framing

evidence and framing processes across the corpus.

5.2.3.1.1 Extracting Topics Using LLTR As discussed, given the efficacy of LLTR
model in facilitating framing analysis, this model is leveraged for framing analysis in this
chapter.

For using this model, the first step was to find the number of topics and number of the
linked latent theta roles. The optimal number of topics for the corpus detailed in Section
was established through coherence metric analysis. This analysis revealed that a topic
count of four (K=4) resulted in the most cohesive topic representation for this corpus. To
determine the optimal number of linked latent theta roles (T), this dissertation followed

the approach outlined in Bamman et al. (2014), evaluating T values of five, ten, fifteen,
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and twenty. Selection of T was based on the cohesion of co-occurring words (i.e., a key
component of the LLTR model), and resulted in the choice of five linked theta roles (T=5).
That said, future research should explore the feasibility of employing coherence metrics to

inform the selection of T, similar to their application in determining K.

5.2.3.1.2 Analyze each individual topic First, the theme of each topic is identified
to provide a preliminary understanding of the arguments presented. This step is done by
reviewing topic terms, their co-occurring terms, and reviewing example documents in which
topic terms co-occurred together. Next, a detailed review of each topic was conducted to
take notes on the key points observed within each topic. These notes are oriented using the
various functions by which framings perform (i.e., what problems are highlighted in each
corpus, who are assigned the agencies of those problems to, what remedies are discussed with
each corpus, as well as any potential moral judgments around the event and its surrounding
issues). While these functions are leveraged to orient the analysis in this step, any other
evidence that seemed important to process by which people understand the pandemic is
also taken notes of in this step.

To clarify, this step was not aimed at identify the aforementioned functions to map them
to a framing package. Indeed, as discussed in Chapter [4] this study avoids a one-to-one
correspondence between topics and frames. Thus, the notes generated during this step were
not used for direct topic-to-frame mapping. Instead, these notes were taken to facilitate
synthesizing across topics, which is done in the next step, for identifying framing processes

evident both within and across topics (Described in the following section).

5.2.3.1.3 Synthesis across topics to infer framings The notes taken in the previous
section were leveraged to identify framing processes that might appear either within or
across the topics. This step is inspired by the thematic analysis by Braun and Clarke (2006])
to enable identifying latent evidence of framing processes, and the analysis in this step are
oriented by the functions by which framing performs (i.e., what problems are highlighted
in each corpus, who are assigned the agencies of those problems to, what remedies are

discussed with each corpus, as well as any potential moral judgments around the event and
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its surrounding issues) (Gamson and Modigliani, [1989)). Specifically, similar to the previous
step, in this step, the four main functions by which framing performs (i.e., what problems
are highlighted in each corpus, who are assigned the agencies of those problems to, what
remedies are discussed with each corpus, as well as any potential moral judgments around
the event and its surrounding issues) are first answered using the notes identified in the
preceding section. To emphasizes, these notes served to orienting the analysis, and were
not treated as the primary sources of evidence. Indeed, the analysis involved a further review
of the topics to extract framing evidence informed by these initial observations gained using
these notes.

Next, the extended notes gained from this step were organized to capture the fram-
ing packages by which the COVID-19 pandemic (i.e., the event under discussion), and its
surrounding aspects were interpreted and understood within each corpora (i.e., r/science,
r/conspiracy, and mainstream news media). Concrete example results were reviewed and
included in describing these identified framings. This step creates the final framing packages
that are described in Section [5.3] The following section describes the approach taken to
divide the topic results to pertain to a single corpora, making it possible to infer framing
processes within each of the aforementioned sources.

Note that this analysis do not enforce any fixed numbers of framing packages. Rather,
the identified framings are naturally emerged using the author’s analysis, which are also
reviewed, refined, and confirmed in discussion with her advisor. Thus, different number of
framings might be identified within different sources (i.e., r/science, r/conspiracy, and news

media).

5.2.4 Identifying Framings Within Individual Sources

Following the procedure outlined in the previous section (i.e., Section ), framing pat-
terns were identified within each source (r/science, r/conspiracy, and news media). While
topics were generated from the combined corpus, to facilitate the analysis, each topic ex-
ample was labeled by its source and visualized separately using the interface described in
Section to facilitate this analysis. As previously stated, this analysis did not impose

a predetermined number of framings for each source. Instead, framings were allowed to
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emerge organically based on the framing evidence emerged within the results, and from
the author’s interpretations of the results. Consequently, the number of identified framings
varied across the analyzed sources.

It is important to acknowledge that due to the inherent subjectivity of framing analysis,
alternative framings, and possibly different numbers of framings might arise from indepen-

dent interpretations and analysis of the same corpus.

5.2.5 Cross-Source Comparison of Framing Processes

As motivated in Section this chapter examines whether and how the responses to the
framing processes of the COVID-19 pandemic in mainstream news media articles vary across
the two aforementioned communities with varying degree of false and misleading content.
To do so, it focuses on the content that each of these communities share in responses to
the news media articles that they share with their community. Specifically, it compares the
framing processes that are inferred in the previous step in each of these communities.

In these analyses, this work examines how each of these communities responds to framing
in mainstream news media through practices such as reinforcing, revising, or completely
rejecting the framing of this event in news media. By reinforcing a particular framing,
this work refers to understanding the event in a similar way as it was framed in the news
media. This form of framing evolution does not imply simply repeating the original framing
verbatim, but rather framing the event in a way that maintains the same key issues, the
same causes involved, and the same line of thoughts to the potential remedies. For instance,
if news media frame the pandemic as a health crisis, and a community that comes to discuss
such news also understands the pandemic in the same way, acknowledging the same causes
and key entities involved, this response would be an example of reinforcing the original
framing of news media. In the case of revising a framing, while the community that comes
to discuss the news does not disagree with the news media framing of the same event, the
community does not accept the original framing in its entirety. Rather, they might modify
certain aspects of the original framing, and introduce new aspects of the issues not originally
covered in the original framing. However, there is significant overlap on different aspects

of framing, such as the major issues, and the causes to those issues, and the potential
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remedies that should be considered. For instance, when a community come engage with
news that frames the pandemic primarily as a health crisis, it might revise this framing
by acknowledging not only the health implications but also the economic consequences,
thereby broadening the scope of the issue. Finally, by rejecting a framing, this work refers
to when a community disagrees with the way the event is portrayed in the news media,
offering an alternative framing, which often directly contradicts the original framing. For
example, refusing news media framing of the pandemic as a health crisis, and describing
the event as a normal situation would be an example of rejecting news media framing of
the pandemic.

There is indeed prior work on framing evolution (e.g., Snow et al., 1986} [Benford and
Snow}, [2000), much of which has been conducted in the context of social movements. For
example, Snow et al| (1986) identifies four categories of frame alignment: frame bridging,
frame amplification, frame extension, and frame transformation. The three types of framing
evolution discussed in this study (i.e., reinforcing, revising, rejecting) are indeed influenced
by the aforementioned frame alignment processes. For instance, the concept of reinforce-
ment shares similarities with frame amplification as described by [Snow et al.| (1986]), which
refers to the clarification and invigoration of an interpretive frame to encourage greater
participation in an social movement. Similarly, in the context of frame reinforcement in
this work, individuals may discuss an event within the original frame, making it clearer to
themselves and their communities. However, as noted earlier, frame amplification and the
other frame alignment processes are deeply embedded in the context of social movements.
As a result, motivations for frame alignments differ from the motivations underlying frame

evolution in this study.

5.3 Results

This section begins with reviewing the topics that emerged based on fitting the theta role
model developed in paper [4| and on the corpus discussed in Section Next, it describes
the framing identified in each of corpora, following the approach described in [5.2.3] It

starts by analyzing framings in evidenced in the news media sub-corpora, which serves as
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the baseline for comparison in this paper. It then examines the framings observed in the
two subreddits of interest, r/science and r/conspiracy, and explores how each community

responds to the framings of the COVID-19 pandemic event in news media articles.

5.3.1 Topics Captured using Linked Latent Theta Role

The linked theta role trained on the discussed corpus captured four latent topics. This
work analyzes each topic as follows. A topic in the linked theta role is defined by a)
its probability distribution over words, b) the probability distribution for each word over
grammatical relationships, and c) the other topic words that co-occur with the topic terms
in a grammatical relationship. This section discusses a topic using the topic top words,
alongside with the top co-occuring words that appear with the top word in the corpus. In
addition, to better understand the topics, for each topic term and its co-occurring terms,
example documents in which they occurred is also captured, provided that the document
is a representative document for the topic (i.e., the document should have a high topic
probability). Based on the aforementioned components, a high-level label is assigned to

each topic to facilitate the discussion of each topic.

5.3.1.1 The spread of the COVID-19 virus

This topic, along with its associated terms and co-occurring terms, relates to the spread of
the COVID-19 virus. Table provides a portion of this topic.

5.3.1.2 The origin of the COVID-19 virus

This topic, including the topic words, as well as their co-occurring terms for the topic
words pertain to the virus outbreak in Wuhan, Chian and the origin of COVID-19 virus

and different. Table [5.2 illustrates a portion of this topic.

5.3.1.3 Public health and officials response to the pandemic

This topic, including the topic words, as well as their co-occurring terms for the topic words,
and the context in which the topic terms appear relates to public health and the officials

responses to the pandemic. Table illustrates a portion of this topic.
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‘Word

co-occurring term

Example

spread

china’s national health commission confirmed the virus can spread person-to-person,
with patients in major cities like beijing and shanghai ...

causes experts warn coronavirus may cause 'wave’ of neurological conditions including
parkinson’s disease ...

spreading but this isn’t necessarily a sign that the virus itself is spreading throughout the body

infected more study may be able to reveal whether the virus first infected a small number of
people ...

virus uses given that most brain cells lack the ace2 receptor the virus normally uses to break

into cells ...

emerged in the four months since the virus emerged in the central chinese city of wuhan ...

mutating the new mutation makes the virus more likely to infect people ...

found the article says the deer caught it from humans, it simply means the virus has found
a suitable host population ...

caused the virus has caused alarm because it is from the same family of viruses as sars ...

infected overall this will lead to more people dying in the event of overpopulation simply
because more people will be infected ...

people vaccinated 6 million deaths and shrug as a few deaths meanwhile more people have been vac-

cinated ...

died that’s in contrast to 1918, when many young people died ...

tested according to jones’ portal, 81,269 people have tested positive for COVID-19 in florida
since the beginning of march ...

infect source: ”people infected with COVID-19 can still infect others after they stop feeling
sick, so these measures should continue ...

younger for people younger than like 30 and this is why so many people want to wait longer

before taking the vaccine ...

Table 5.1: Topic 1, the spread of the COVID-19 virus. Note: this table only present part of this
topic, to give an overview of the results, while ensuring concision.

‘Word

co-occurring term

Example

china

wuhan

the deadly disease in the book is named after the place it originated - wuhan in
china,

lab

in a letter published thursday in the journal science, they argue that there is not yet
enough evidence to rule out the possibility that the sars-cov-2 virus escaped from a
lab in china

markets

a virus appeared in wildlife markets in southern china, and it was unlike any the
world had seen ...

scientists

using samples of the virus isolated from patients, scientists in china have determined
the genetic code of the virus...

trade

Photograph by Edwin Remsberg, VWPics/AP Rebecca Wong, assistant professor
of sociology and behavioral sciences at the City University of Hong Kong, argues in
her 2019 book about the illegal wildlife trade in China that consuming wildlife “is
a common phenomenon in mainland China...

wuhan

market

The spread of a deadly strain of coronavirus, sourced to a wildlife market in Wuhan
and now a global epidemic, has thrust China’s live wild animal trade into the spot-
light...

lab

daszak appeared to express gratitude to fauci for downplaying the theory that the
COVID-19 was created in a lab in wuhan,...

virus

8 report of the first case of pneumonia from an unknown virus in wuhan...

outbreak

advertisement eric toner, a scientist at the johns hopkins center for health security,
wasn’t shocked when news of a mysterious coronavirus outbreak in wuhan, china,
surfaced in early january...

Table 5.2: Topic 2, the origin of the COVID-19 virus. Note: this table only presents part of this
topic, to give an overview of the results, while ensuring concision.
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Word | co-occurring term | Example
england the department of health and social care has mandated that all tests must be carried
out by the nhs and public health england ...
health chan school of public health, said the retweet was damaging ...
officials americans have participated in elections during challenging times in the past, and
based on the best information we have from public health officials, we are confident
that voters in our states can safely and securely cast their ballots in this election...
experts as coronavirus cases rise nationwide, public health experts urge caution...
service the washington post is providing this news free to all readers as a public service...
public | spaces masks, which were already compulsory on public transport, in enclosed public spaces,
and outdoors in paris in certain high-congestion areas around tourist sites...
emergency fema spokesperson lizzie litzow said the agency is currently focused on supporting
the department of health and human services (hhs), which separately declared a
”public health emergency” on jan...
officials when city health officials arrived at the residence to notify her, they realized she had
lied about her identity ...
health department the woman who said she was fired from the florida health department for refusing
to alter coronavirus statistics is now publishing data on her own...
experts US underprepared for coronavirus due to Trump cuts, say health experts — Steps
put in place after Ebola outbreak have been scrapped. ...
secretary fourteen people in britain tested for coronavirus, as health secretary says uk is
prepared for virus ...
workers he defense production act, enacted in 1950, allows the president to force american
businesses to produce materials in the national defense, such as ventilators and
medical supplies for health care workers ...

Table 5.3: Topic 3, the officials reposes to the pandemic. Note: this table only presents part of this
topic, to give an overview of the results, while ensuring concision.

5.3.1.4 Opinions on the COVID-19 Vaccine:

When reviewing the topic’s top terms at first glance, this topic does not seem to capture any
meaningful underlying theme, which is considered as junk topic EI in prior work (Steyvers
and Griffiths, 2007)). However, reviewing the other component of this topic, including the
co-occurring terms, and the example documents suggests that this topic mostly captures
people opinions about vaccines, and whether or not they and others should take the COVID-

19 vaccine. Table depicts a portion of this topic.

5.3.2 Framings of the Pandemic in Mainstream News Media

The analysis suggests there are four main framings of the pandemic witnessed in the news
media corpora. These framings do not necessarily correspond directly to the four topics

identified in the model and may be based on one or multiple topics. The first framing,

2A junk topic is an “uninterpretable topic that picks out idiosyncratic word combinations” (Steyvers and
Griffiths| [2007; |AlSumait et al., |2009))
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Word | co-occurring term | Example

died He couldn’t even handle that ”Well it’s not like a hundred thousand people died !”
*Leans in to hear whisper from junior adviser. ...
vaccinated 2.6 million deaths and shrug as a few deaths Meanwhile more people have been

vaccinated than people have been infected and you have so few deaths that you can
make a newspaper article for each one and that is scary? Smooth brains all around
It looks like you shared an AMP link...

die Yes it sucks that people die from the vaccine but it’s sooooooo much safer than
getting COVID. ...
people | infected Nurse treating coronavirus sufferers in China claims 90,000 people have already been

infected / I know it’s dailymail , but it’s an enormous post with full details and stuff
, idk check it out (they agree with the conspiracy) ...

want Governments are gonna do what they want, regardless of what the people want, that
much is clear...
going If people aren’t going to listen or if people are just going to brush me off as “not

knowing more than the average layman”, what is the point? I know deep down I
want to save lives, get my Masters in both nursing and Microbiology, and go on to
study virology...

vaccine You're naive if you think you're simply not going to get a vaccine....

people If the vaccines pan out and we can somehow get most people vaccinated within 14
get months we might be able to keep the casualties below a couple hundred thousand...
sick Plenty of people get a vaccinnee, get sick, and blame the vaccinnee because they got
it recently...
worse And it will get much worse as long people are not united and they will not unite...
get You are right on that one, inhere they try to get all available doctors and nurses on

the epidemic to get through the worst phase...

Table 5.4: Topic 4, focused on opinion around COVID-19 vaccines. This topic emerged mostly
based on discussions around the COVID-19 news, and less in the original news. Note: this table
only presents part of this topic, to give an overview of the results, while ensuring concision.
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new territory framing, characterizes the pandemic as an unprecedented and entirely novel
event. The second, tragedy framing, emphasizes the pandemic as both a health and
economic crisis. The third, urgency framing, highlights the pandemic as an emergency
requiring immediate responses. Finally, the irresponsible framing links the pandemic to
irresponsible actions and reactions by various entities. These labels are used to facilitate
the discussion, but as noted in Chapter [4] framing is more nuanced than can be captured by

a single term. Each of these framings is explored in greater detail in the following sections.

5.3.2.1 New Territory

The news media articles frame the COVID-19 pandemic is as a “new territory”, distinct
from any previous event or experience encountered by society. The virus itself is described
as “novel,” with “much remaining unknown about the novel coronavirus”. News media
discusses the crisis’s novelty from various perspectives. For example, discussions range
from proposals for “extraordinary plans” to “place military commanders in control around
America” to ensure the continuity of government (Topic 3), to concerns about “widespread
domestic violence as a result of food shortages” (Topic 3), to calls for a temporary “global
government” and a “coordinated global response” to address both the medical and economic
crises triggered by the pandemic (Topic 3). Other discussions highlight how “family gath-
erings at Christmas holidays would pose substantial risks” and should be postponed (Topic
1). These discussions underscore factors that are unique to the pandemic, distinguished
from previous events.

In framing the pandemic as a new territory, a variety of stakeholders are involved, from
government officials and military commanders, to healthcare officials, to each individual
across the globe. This framing implies that, to effectively address the various aspects of this
unprecedented situation, the essential and the right line of response would be for different
organizations and individuals to collaborate in combating the pandemic and do their parts.
For instance, the news highlights how “go-it-alone approach” does not work to tackle this
crisis, and “there has to be a coordinated global response” (Topic 3).

Through this framing, news media not only consider the need for collaborative efforts in

combating the pandemic as the remedy to this tragedy, but also highlights the moral aspect
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of such collaborative efforts. For instance, the news highlights how the government officials
and public health officials, and countywide leaders continue to work while “keeping the
public’s best interest in mind”. They highlights the importance of “working collaboratively

as a community as the best approach to combating this virus.” (Topic 2)

5.3.2.2 Tragedy

News media frames the pandemic as a tragedy, emphasizing the fatal aspect of this mul-
tifaceted crisis. For instance, the virus is discussed as “deadly” (Topic 1), which is “kills
millions of people” (Topic 3). “Excessive human toll”, “daily fatality tolls”, “ongoing death
tolls” are repeatedly emphasized (Topic 1), and number of “urns” being handled during
this time window is reported and compared to normal time frame. In addition to the
deaths numbers, infected cases are frequently reported, emphasizing the magnitude of the
virus spread. Similarly, the death of many frontline health worker due to insufficient PPE
(personal protective equipment) is highlighted (Topic 3).

The tragedy framing highlights the various ways in which people’s lives have been dis-
rupted, from personal well-being to daily routines. Example includes difficulties to shop
for groceries (Topi 3), closer of schools for kids, people losing their jobs and depleting their
savings, missing to go to funeral of their lived ones (Topic 1), among others.

Different entities, from the public health officials to the country leaders are involved to
help address the global tragedy of the COVID-19 pandemic. In this framing, it is frequently
emphasized how people lives should be the main focus and various organizations should work
together to help tackle this tragedy. For instance, under this framing, news media highlights
how during this tragedy “everybody should get the medical treatment they need regardless

of their income” (Topic 3). P}

3While there is not necessarily a one-to-one correspondence between topics and framings, this framing is
most prominent in Topic 3, which pertains to official responses to the pandemic. Specifically, when reporting
on government responses to the pandemic captured in this topic, officials emphasize the tragic aspects of
the situation and justify their actions as efforts to mitigate this tragedy
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5.3.2.3 Urgency

News media articles frame the pandemic as “urgent”. For instance, the Department of
Health and Human Services (HHS) declared the pandemic a public “health emergency”
(Topic 1), and the World Health Organization declared it a “global health emergency”
(Topic 1). Such emergencies demand rapid government action, utilizing all available re-
sources (Topic 1). Additionally, President Trump declared the coronavirus a national emer-
gency (Topic 1).

To address this urgent situation, calls for “immediate response” and “all hands on deck”
were made (Topic 1). Specifically, this urgency needs full personnel commitment and the
mobilization of all available resources to address the new challenges created by the new
territory, the pandemic. This emergency requires the government as well as other organi-
zation involved, such as healthcare providers, to act quickly and with all tools available to
them (Topic 2) In this context, President Trump allocated $50 billion in emergency funds
(Topic 3). Align the same effort, "the Food and Drug Administration granted emergency
authorization (emphasis added) to Moderna’s coronavirus vaccine” (Topic 1). While this
expedited approval process is rare, it was deemed necessary due to the extraordinary nature
of the pandemic.

The news also emphasizes the extraordinary and urgent circumstances, that makes it
a “must” for the senates and the president to approve financial supports needed by “state
and local agencies on the front-lines” (e.g., healthcare workers) to enable them deal with
this virus and its scope (Topic 3). Regarding urgency to provide medical supplies, the news
draws an analogy between the outbreak and “war time,” asserting that “we must mobilize

as if it were a time of war, especially in relation to hospital beds.”

5.3.2.4 Irresponsible

The news media articles also frame the pandemic and its different dimensions as the con-
sequence of irresponsible actions, and reactions, taken by different entities. The initial
outbreak of the virus is portrayed as an irresponsible response by the Chinese government,

allowing the virus to reach across the globe and resulted in excessive death tolls (Topic 2).
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Additionally, the Chinese government is held accountable for "mishandled the crisis”, and
allegedly covering up both “ the coronavirus’s spread” and “the outbreak’s severity” (Topic
1). This irresponsible actions and reactions by the Chinese government are argued to have
facilitated the further spread of the virus and exacerbated its consequences (Topic 1 and
Topic 3). In addition, even after the pandemic “killed over three million worldwide in a
year”, ”China still refuses to share critical information”, which is argued to be clearly an
irresponsible act by the Chinese government (Topic 3).

The irresponsible framing isn’t limited to the Chinese government’s response to the out-
break. For instance, the response from various entities within the U.S. government, across
different political parties, also shifted attention away from the pandemic and downplayed its
scale. The news media, for example, holds President Trump accountable for referring to the
virus as “their new hoax” and for “misleading the American public about the threat posed
by the COVID-19 virus” (Topic 3), framing this as an act of irresponsibility on his part. The
news considers the president Trump response to the virus as “incompetent, political and
reckless” (Topic 1), and argues he ”downplay[s] the outbreak” to show "he has everything
under control®“ (Topic 1). For instance, the news critiques how the president “downplayed
the risks of COVID-19, comparing it to the common flu, which is not as dangerous as the
novel coronavirus, and suggested that “one day it’s like a miracle, it will disappear.”. These
“messaging and sending unclear signals to the general public during a national crisis” are
considered irresponsible act, contributing to the pandemic magnitude (Topic 1).

In addition to Trump, the news also criticizes “his allies in the media” for being ”busy
trying to downplay the virus” and the danger associated with it (Topic 4). Similarly,
democrats focus on impeaching President Trump is discussed as an irresponsible act, draw-
ing attention away from the pandemic and allowing it to hit the United States (topic 4).

The framing of irresponsibility is further evident in discussions regarding the failure of
the government and various organizations to adequately prepare for the new crisis. For ex-
ample, the deaths of frontline healthcare workers, attributed to a lack of sufficient protective
equipment, are framed as a direct consequence of the government’s failure to ensure these
individuals were properly protected, illustrating a broader neglect of responsibility and a

lack of care. Similarly, the news also emphasizes the federal government’s unpreparedness
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to manage operations in the context of a new, unprecedented crisis. This unpreparedness
is particularly emphasized in light of the lessons learned from the 9/11 incident, which
prompted the government to pass new laws and establish procedures for handling emer-
gencies and remote operations. Despite this precedent, the federal government’s failure to

prepare for a pandemic is framed as a clear indication of irresponsibility (Topic 3).

5.3.3 Framings of the pandemic in the r/science subreddit

This community present three primary framings of the pandemic. These framings include
the urgency of the crisis, the association of this pandemic with irresponsible actions and
reactions by various actors, and the characterization of the pandemic as an information

crisis.

5.3.4 Tragedy

This community reinforces the tragedy framing in the news media (discussed in section
. Specifically, similar to how the news media highlights the virus as being a deadly
virus, and how it is killing millions of people, the “deaths numbers”, and “infected cases”
get shared occasionally in this community (Topic 1 and Topic 3), and the community also
highlights “million cases” and “million killed” by the virus (Topic 2).

However, the tragedy framing is more implicit under the urgency framing in this commu-
nity. That is, instead of elaborating the tragedy aspects of the pandemic, this community
mostly focuses on the urgent need to find remedies for this tragic crisis and to learn about it
for future such crisis, discussed in the following section. This shift in focus may stem from
the community already recognizing the tragedy, and thus prioritizing discussions around
actions that require immediate attention to mitigate the pandemic (Discussed further in

the following section on urgency framing).

5.3.4.1 Urgency

The r/science community reinforces the way news media frames the pandemic as an urgent
matter. This sense of urgency extends from the immediate need for the scientific community

to identify the origin of the virus and study its behavior, for the governments to implement
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effective measures to mitigate the spread of the virus, and for the scientist community to
urge cures (i.e., vaccine) for the virus, and finally but equally importantly to the individual
responsibility of taking the vaccine to help mitigate transmission.

The community also shares and discusses that scientists all around the world are“urging
their colleagues to dig deeper into the origins of the coronavirus responsible for the global
pandemic” (Topic 2). Understanding the origin of the virtus, this community argues, is not
only urgent in order to help find remedies for the virus and inform us about how to mitigate
the risk for the current pandemic, but also better prepare the world in case of encountering
another future such pandemic (Topic 2).

This community highlights “million cases” and “million killed” by the virus (Topic 2),
urging the need to find cures for this pandemic. They emphasize the urgent need for the
scientific community to all get involved in pushing the development of the vaccine for this
novel COVID-19 virus. For instance, while the mRNA vaccine tech is something that
researchers have been working on for a while, “immediacy of the need for a coronavirus

b

vaccine means it’s “all hands on deck”, ”, pushed the development of an mRNA-based
vaccine (topic 1).

The r/science community also calls for urgent response from the government officials to
both implement measures, either mandate or otherwise EI, to mitigate the spread for current
virus, and to prevent the positional future such outbreaks. With respect to the current out-
break, this community view it essential to push “mask mandate”, “social distancing”, and
“vaccination” (Topic 1 and 4). Regarding the future such virus, given the high possibility
of natural origin of the COVID-19 virus, this community emphasize the need for the rule
makers to push to“shut down the wildlife market” (Topic 2).

In addition to the urgent response from the scientific community and officials, this com-
munity emphasizes the critical need for individuals to understand and adhere to guidelines

designed to mitigate the spread of the pandemic. For example, some members argue that

it is essential for people to “get vaccinated” (Topics 1 and 4). The community asserts that

4This community does not take a definitive stance on whether measures such as masking and vaccination
should be mandated. While they generally view compliance with these measures as an individual respon-
sibility, they recognize the reality of widespread non-compliance and therefore seem to implicitly support
mandates as a means to mitigate the spread of the virus.
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until a sufficient proportion of the population is vaccinated, it remains urgent for those who
believe in the efficacy of vaccines to get vaccinated in order to help curb the spread of the
virus. While there is uncertainty about the effectiveness of vaccine mandates, many in the
community express a desire for such mandates to be implemented as a means of ensuring

immediate vaccination and helping to mitigate the spread of the virus.

5.3.4.2 Irresponsible

The r/science community frames the pandemic as the result of irresponsible actions by
various entities, reinforcing the irresponsible framing manifested in news media (Discussed
in . For example, the outbreak is often linked to the Chinese government’s failure
to promptly inform the global community about the spread of the virus. Statements such
as, 'China lost vital weeks in notifying the world about the pandemic,’ reflect this view. In
addition to concealing the virus outbreak, this community argues “Chinese government’s
initial response was poor”, and believe the Chinese government acted too late, again, a sign
of irresponsible management (e.e., “They lost several vital weeks telling people to shut up
already”) (Topic 2).

Similarly, the response of the U.S. government, particularly during the early stages of
the pandemic, is characterized as irresponsible, contributing to the further spread of the
virus and exacerbating its impacts. The repeated “downplaying of the pandemic’s severity”
and “diminishing the death toll” by U.S. officials is frequently cited as a key example of
this negligence.

Beyond government actions, the failure of individuals to adhere to public health guide-
lines is also framed as irresponsible behaviors that exacerbated the spread and consequences
of the virus. For instance, “the selfish choice to wait or to abstain from the vaccine” is
characterized as an irresponsible act with consequences for the broader society (Topic 1).
Similarly, resistance to vaccine mandates, often framed as an infringement on individuals’
freedom, has been viewed by some as an irresponsible act.

In this framing of the pandemic, both government officials and citizens are urged to
recognize their responsibility in addressing the pandemic and mitigating its effects. The

government officials are urged to put all their resources to mitigate the spread, and indi-
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viduals are urge to do their parts by following the guidance shared to mitigate the spread

(e.g., “social distancing”, and “masking”).

5.3.4.3 Information Crisis

The pandemic is also framed as information crisis. The overwhelming volume of both “in-
formation and misinforma tion” (Topic 4) surrounding the COVID-19 pandemic has created
significant challenges for the public in discerning the facts while they are making sense of
the pandemic. For example, this community argues that ” There is so much conflicting info
out there that people are going to ignore everything”, and ”This much of content make the
doors open for conspiracy theories until people stop taking it seriously”.

This community also criticizes publishers, arguing that “everyone wants to publish on
COVID-19” to make profit, resulting in “hastily published articles”, worked around the
virus. For instance, scientists are critique about urging to publish around this matter, and
see the pandemic as "a way to publish [more|”, thus "loose with these studies” (Topic 4).
The community makes a call for the need to cautious on what gets published to ensure that
the information being shared is accurate(Topic 2).

Some in the community argue that the information crisis cannot be addressed solely
through regulation of media coverage, as it is such a complex problem and can be easily
corrupted by “those in power”. Instead, they view it as a “cultural problem than something
that legislation could tackle” (topic 4), in which every individual plays a role. The superfi-
ciality of many online discussions exacerbates this issue, as people often rely on headlines or
brief snippets rather than engaging with the full complexity of topics, particularly during
the pandemic. This leads to widespread misunderstanding, where exaggerated claims about
unproven treatments or “miracle cures” gain traction and spread misinformation. Critics
within the community condemn the “just read the title” culture, deeming it irresponsible
(topic 4). They believe that individuals sharing content should provide “vital information”
rather than superficial excerpts or fragments of articles. As a result, the responsibility for
sharing reliable information extends beyond media outlets to everyone who posts or shares
content online.

This framing is a revision of the “tragedy framing”, covered in news media (Section
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. While this community reinforces the tragedy framing depicted in news media,
considering it as a health crisis and highlighting health implications associated with this
crisis, it also emphasizes the pandemic as an information crisis. In this view, individuals
and the community as a whole face significant challenges in reliably understanding the
nature of the pandemic due to the widespread misinformation. The community asserts that
combating the spread of misinformation requires a heightened sense of responsibility from
media outlets, scientists, as well as individuals sharing content. This responsibility entails
not only ensuring the accuracy of the information but also considering the broader social
and personal impact of what is shared. Therefore, this community calls for a collective
effort to prioritize transparency and accuracy, recognizing these as essential to mitigating

the risks posed by misinformation during the critical period of the COVID-19 pandemic.

5.3.4.4 Framings of the pandemic in the Conspiracy subreddit

Results suggests three main framings of the pandemic. These framings include intention-
ality, totalitarian, and denial of the pandemic. The following sections describe each of
these framings, and the way each might revise or reject certain framings of the same event

in the news media articles that are shared in this community.

5.3.4.4.1 Intentionality This framing makes sense of the pandemic by calling it a plan-
dameic, an event that was intentionally planned with certain interests and hidden agenda.
There are different manifestation of intentionally framing that discusses the pandemic as
an “engineered crisis” (Topic 4). Many people in this community claim that “Wuhan labs
is 100% Chinese Communist Party,” and they believe that the pandemic was designed as
a bio-weapon “dedicated to vanquishing [China’s] global rival.” Many others argue that
blaming china is an oversimplification of who is involved in this plan, and other nations,
and mostly the US government, are involved to (e.g., “They [the US officials] want you to
want war with China*, topic 4, “Gene editing bioweapon COVID-19 to sterilize Chinese,
Iranians, etc.”, topic 2).

In addition to political motives for engineering the pandemic, this community also high-

lights business and financial interests (Topics 3 and 4) as justifications for the intentionality
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framing. For example, some argue the virus, and the distributed tests kits following this
event, are designed as a tool kit for the Gates’s foundation “digital certificates” to track
everyone and their information (Topic 3), and/or to profit from vaccines for this engineered
virus. This manifestation of the intentionality framing is tied to existing conspiracy theories
about the bill gates foundations (See (Goodman and Carmichael, |2020) for more details on
this conspiracy theory).

While there are variations in the causes discussed for the intentionality framing of the
pandemic as well as the actors involved, in all instances, the pandemic is conceptualized
not as a natural event, but as a deliberate, engineered occurrence, orchestrated by those
in positions of power. In this framing, a lack of concern by the governments and the elites
for people’s well-being and lives is implicitly conveyed. For instance, the portrayal of the
pandemic as a deliberately collaborative effort to provoke conflict between nations and incite
“ world war” (Topic 2) reflects the perception within this community that those in power
are indifferent to human welfare and the value of individuals’ lives.

The intentionality framing provides a clear example of how the r/conspiracy community
revise the framings of the pandemic in news media. Put precisely, this framing is a response
to both new territory and irresponsible framings of the pandemic in news media articles.
Specifically, by considering the virus as “engineered”, this community pose a revision of
how the pandemic is a health crisis that put the world in an entirely new area. In addi-
tion, with considering the pandemic as “planed”, this community revise viewing the act of
those in power in response to the pandemic as irresponsible, but rather as designer of this

“engineered” pandemic.

5.3.4.4.2 Totalitarian One of the key reasons often cited as a motivation for the inten-
tionality framing is the perceived expansion of government power and authority, a concept
commonly referred to as the totalitarian framing. In this framing, the community believe
that the government is using the pandemic as a tool to excessively extend its authority.
For instance, there are arguments that the pandemic is leveraged by the government to
inform people the importance of allowing the government to control people and use oppres-

sive methods (e.g., “authoritarian draconian lockdown measures”) to save people lives (topic
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3). Phrases such as “Totalitarian tiptoe”, “corrupt elites”, “rapidly boiling frogs” (topic 2),
“corrupt global elite power structure” (Topic 4) , and “anti liberties and [anti] freedoms”
(Topic 4) illustrate how this framing is linked to lack of trust in the government, authorities,
and the elites connected to them. Note that there is some overlap between the intentionality
and totalitarian framings. In these overleaping arguments, this community argue that the
pandemic was deliberately engineered as a means to consolidate government power.

Not all instances of totalitarian framing, however, are based on the belief that the
pandemic was deliberately engineered. There are certainly members in this community
that do not view the pandemic as a purposeful or planned event, yet they still perceive
the government’s response to the pandemic as an overreach of “power and control”, topic
0. For example, while many in this group acknowledge the reality of the virus, and accept
that its origins remain unconfirmed, they interpret measures such as mask mandates and
vaccination requirements, especially since “mandated”, as signs of increasing government
control and a gradual erosion of civil liberties (Topics 1 and 4).

Framing the pandemic as totalitarian and act of authority represents a revision of how
the news media depicts the pandemic as a novel and unprecedented situation (i.e., new
territory, Section . In this perspective, this community acknowledges the pandemic
as a significant development, however, not because of the virus itself or its associated health
consequences, but because of the ways in which governments are consolidating power and
exerting greater control over the population, using the pandemic as a justification.

Both of these framing discussed above (i.e., intentionality framing and totalitarian fram-
ing) have evidence of skepticism and distrust in both science and authorities. Skepticism
and distrust are very common among conspiracy theories, and studied in prior work as
well (Phadke et al., 2021; Anderson and Rainie, 2020; Starbird et al., 2016). The results
here show that these skepticism and distrust have taken to a great degree in the context of
the COVID-19 pandemic, manifesting as complete denial of the pandemic (discussed in the

following section).

5.3.4.4.3 Denial Framing This community also frames the pandemic as a hoax, either

denying its existence altogether or downplaying its severity. Within this framing, many
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people assert that “the so-called COVID-19 virus” is a fabrication, driven by “those who
seel to profit, financially or politically” (Topic 4). Public officials, health authorities, and
scientists are often portrayed as key actors in this narrative, with motives ranging from
personal profit to exercises of power. For instance, many claim they know no one who
is infected by the virus. Hence, a hoax. This rationality acknowledges prior work on how
people try to understand events in light of what touches their lives (Gamson and Modigliani,
1989). However, in the case of the pandemic, were the virus hits different countries and
even different counties disproportionally, people personal experience with the virus might
be limited.

Others within the community acknowledge the virus’s existence but argue that its lethal-
ity has been grossly exaggerated by the media and political figures, again with certain hid-
den goals. This group compare, and see the symptoms as equivalent to those of flu (topic
2). In this view, governments and health authorities are accused of inflating the crisis to
further undisclosed objectives. For example, some claim that the reported “exaggerated
COVID deaths” are inflated to present the pandemic as more severe than it is to imple-
ment “draconian methods” (Topic 1). Additionally, some question the timing of certain
high-profile individuals having the virus, suggesting that these events are orchestrated to
“fuel the panic” and “justify government actions” (Topics 1 and 4). In these narratives,
individuals are often depicted as victims of elite manipulation, with the actions of those in
power viewed as immoral and primarily serving their own interests rather than the public’s
well-being.

While both the intentionality framing and the totalitarian framing reflect a broader
distrust of government officials and health authorities, the denial framing underscores the
extent to which this distrust invoke individuals and communities to disregard the read-
ily available evidence of the virus and instead adopt their own narratives, picturing the
pandemic as a complete hoax.

Framing the pandemic as a hoax rejects both the tragedy and urgency framings of the
pandemic in news media. More specifically, this community does not view the pandemic as
a tragedy, and instead offers its own framing of the pandemic as a fabricated narrative (i.e.,

a hoax) that either never occurred or is vastly exaggerated compared to the representations
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in mainstream media. Similarly, it rejects the pandemic as a matter that requires urgent
response from the entities such as official government and healthcare authorities, mostly
because this community believes the pandemic is just a fabricated narrative, which either
never happened, or is as minor as flu virus and its dimensions are being exaggerated. This
framing is also closely related to totalitarian framing, which views governmental responses
to the pandemic as expressions of authoritarian control, rather than genuine concern for

public health and societal well-being.

5.3.5 Differences in Framings Evidenced in Frequent Topic Terms and
their Co-occurrence Terms Across Sub-Corpora: Illustrative Ex-

amples

An important component in the linked theta role model is the way it captures the co-
occurring terms for each topic words. Co-occurring terms can signal how words that have
high probability in a topic (i.e., topic terms) might co-occur with different terms across
different sub-corpora. Thus, quantitative analysis of differences in co-occurring term at the
topic level might indicate differences in how each topic is discussed across the sub-corpora.
However, given that there is no one to one mapping between topics and framing, these
analysis less readily highlights the differences in framing across the different sub-corpora.
Therefore, this section instead illustrate some examples of how specific topic terms, iden-
tified in the exploratory framing analysis in preceding section, are associated with different
sets of co-occurring terms across sub-corpora. Specifically, it provides examples that illus-
trate the way a) certain topics terms might be emphasized less and more across different
sub-corpora, and b) how these topic terms co-occur with different sets of topic terms across
the sub-corpora. It is important to note that the analysis presented with these examples
is not meant to identify framing differences across the sub-corpora for two main reasons.
First, framing evidences are often interwoven across documents and cannot be simply by
focus on individual examples. Second, as discussed in Chapter 4l framing analysis requires
the examining the contexts in which such evidence appear, therefore, cannot be simply cap-

tured in single topic terms and their co-occurring words. Therefore, these examples serve to
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supplement the qualitative analysis by providing concrete instances of how word choice can
reflect the different ways framing manifests in public discussions of the same event across
these different communities.

“Outbreak” is one of the major terms that is frequency used in news media when framing
the pandemic as new territory, and tragedy. In this sub-corpora (i.e., news media), this
term co-occur with terms including Wuhan, virus, eloba, began, started, global, declared,
mysterious, highlighting the novelty of the pandemic (i.e., new territory framing), and its
and its magnitude (i.e., tragedy framing). This term, however, is less used in the r/conspiracy
community, and only co-occur with terms “wuhan”, “new”, and “epicenter”, that is in
line with how this community denies the pandemic and/or ignores its scope. Similarly,
the news media emphasizes the term “state” with a variety of other topic terms (e.g.,
media, department, portal, cctv, xinhua, governments, actors, outles, election, vermont,
emergency, Washington, government, local), highlighting the different states and entities
dealing with the pandemic and its impacts (i.e., tragedy framing). However, the r/conspiracy
community seem to ignore all these aspects of the news as this term only appear with a
small subset of these co-occurring terms (e.g., media, department, government, portal),
which is again in line with how this community denies the pandemic and its magnitude.
News media consider the natural origin In framing the pandemic as a new territory, news
media discusses the natural origin of the pandemic, where the word “market” appears, with
a variety of other topic terms (e.g., animal, bats, wet, seafood, live, closed, originated,
closed, signs). However, this term rarely appear in r/conspiracy community, which can be
related to how this community indeed ignores the evidence around natural origin of the
pandemic, considering the pandemic as a plandemic (i.e., intentionality framing).

There are indeed cases were the topic terms used in news media articles appear frequency
in r/conspiracy discussions as well. However, these terms co-occur with different set of terms.
For instance, the topic term “government” co-occur with a variety of terms in news media,
including response, officials, continuity, succession, ornstein, spending, support, adviser,
commission, report, chinese, federal, global, british, support, adviser, cripples, continuity,
form, continuation, support, india, among others.

Some of these co-occuring words, such as censor, global, and rips are also used in
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r/conspiracy community. However, this topic term also appear with new set of topic terms,
such as “settled”, “ordered”, and “policy”. The choice of terms in r/conspiracy commu-
nity might be related to how this community discusses the conspiracy theories around how
the government is censoring some, if not all, aspects of the pandemic to push their hid-
den agenda and gain more control and authorities over people. Similarly, the the topic
terms “news” appears with news media with other topic terms such as conference, xinhua,
reported, pictures, etc. However this term only co-occur with terms outlet and fake in
r/conspiracy community. This selection of terms suggests how this community ignores all
the news surrounding news reporting cases, death etc. and only talk about how news might
be fake.

In the r/science community, however, topic terms co-occur with terms that are more
similar to news media, but deviated from the choice of terms in r/conspiracy community.
This is inline with how this community often reinforces, and in some case slightly revises
the framing of the pandemic as manifested in the news media. For example, similar to how
the topic term pandemic appears with terms such as “global”, ”epidemic”, to highlight the
scale of the pandemic and its impacts (i.e., tragedy framing), the r/science also uses similar
words. In addition, similar to the news media framing, this community also discusses the
pandemic is an irresponible act by different entities. This framing is evidenced in how topic
term “pandemic” co-occurs with “irresponsible” in both of these sub-corpora.

Again, it is important to note these examples alone do not provide a comprehensive
understanding of how these communities frame the pandemic. Rather, they serve as il-
lustrations of how framing processes can be observed through the patterns of co-occurring

terms.

5.4 Discussion

This chapter demonstrates the interconnections between misinformation as a societal phe-
nomenon and the way people come to understand and make sense of events around them
(i.e., framing). This section, building on the results described in the preceding section, dis-

cusses the way news media framing of the COVID-19 pandemic unfold in the two communi-
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ties with different prevalence of false and misleading content, i.e., r/science and r/conspiracy,
highlighting the differences in framing evolutions in these communities. By synthesizing
across the presented results, this section shows that r/science more often reinforces, and in
some case revises framings from news media. However, r/conspiracy, a polar opposite of
r/science community in terms of prevalence of false and misleading content (Phadke et al.,
2022), more often significantly revises or completely rejects news media framings (Section
5.4.1)).

Next, the section outlines this chapter’s implications for researchers within the misinfor-
mation domain in terms of the approach this work present to study misinformation beyond
pieces of content, and for public health communicators in terms of how the content they

create might be re-framed within different communities (Section ?7?).

5.4.1 Framing Evolutions in Responses to News Media Framing of the
COVID-19 Pandemic: Reinforcing, Revising, and Rejecting

The analysis of responses to the news around COVID-19 pandemic in the r/conspiracy and
r/science demonstrate how framings of this event evolve in these communities in ways that
reinforce, revise, or completely reject framings of this event to construct alternative
interpretations of the same event. To reiterate, the r/science community more often
reinforces, or slightly revises framing of the pandemic as discussed in news media articles,
while the r/conspiracy community more often rejects or significantly revises those
framing (See Figure [5.1). Drawing on existing literature in the domain of misinformation,
this section explores potential reasons that may have influenced framing evolutions within
these communities, as well as the differences in the processes underlying framing evolution
across these communities [l

As shown in this figure, the r/science community reinforces framing the pandemic as a
tragedy discussed in the news media (i.e., tragedy framing), as well as the urgent need to
implement measures to help mitigate the tragedy (i.e., urgency framing). In reinforcing both

these framings, this community not only highlights the evidence from the news articles, but

5As noted in the introduction of this chapter, given the observational nature of the conducted study, the
work presented in this chapter avoids from making any casual claims about the factors involved and their
specific roles.
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Figure 5.1: r/science community mainly reinforces the framings from news media, and in one case
revise the original framing. However, the r/conspiracy community more often rejects the news media
framing and offer their own framing of the pandemic.

also brings evidence from other relevant resources (e.g., scientific journals). This pattern

is inline with prior work about how it is normative for this community to seek and share

scientific information when making sense of world’s events (Kaiser et al., 2023} |Jones et al.,

2019; Hara et al., [2019), such as the COVID-19 pandemic.

The r/science community not only reinforces the “tragedy” framing but also expands
upon it, conceptualizing the pandemic not merely as a health and/or economic crisis, but
also as an information crisis. The information crisis framing encompasses both a) the
overwhelming deluge of content (including accurate and misleading content) about the
pandemic, and b) concerns about the reliability of that information. Framing the pandemic

as an information crisis in r/science suggests that this community, while acknowledging that
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people need to understand the pandemic, emphasizes the importance of reliable information,
trustworthy publications, and individual accountability in ensuring the reliability of content
before being sharing it with others.

Within this framing, this community asks members (although comparatively less in
numbers, as suggested by the results) who share opinions based unreliable or incomplete
information (e.g., solely an article’s title), to be account for the potential consequences of
the spread of unreliable content, particularly in terms of how such content may overwhelm
others as they try to understand the emerging event of COVID-19 pandemic, and may
make people more vulnerable to misleading understandings about the pandemic, or even to
fall for conspiracy theories. These discussions suggests that while the community enforces
rules to maintain these norms, community’s rules do not seem to be sufficient to achieve
this goal, and community members themselves socially engage to maintain these norms.
This speculation is indeed in line with the work presented in Chapter [3] that suggests rules
alone may not influence people perceptions of a community norms as much as community
responses do (Aghajari et al., 2023c).

The r/conspiracy community responses to news media articles about the pandemic
shows a fundamentally different evolution of framings. As stated earlier, this community
more often rejects the framing of the pandemic as depicted in news media articles, and shifts
the interpretation of the same event that are depicted in news media, in drastically divergent
directions (See Figure . For example, r/conspiracy rejects the new territory framing of
the pandemic , considering the pandemic not as a novel, sudden natural crisis, but
as an engineered, coordinated efforts enforced by those in power (i.e., intentionality framing,
Section . This community also significantly revises framing the pandemic as an
urgent matter, which news discusses to require coordinated efforts and urgent responses from
government, healthcare officials, and citizens to mitigate the virus’s spread and protect
public health (Section . Instead, it considers the pandemic as an expansion of
government power and authority (i.e., totalitarian framing) (Section , which, this
community argues, is pushed through practices such as masking mandates, and lockdown.

Neither of these framings of the pandemic and the way they have evolved are drawn

only from individual pieces of content. Instead, the framing evidence in results suggests that
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the community’s mistrust in government, health authorities, and the elite, as well as prior
conspiracy theories, have given rise to these shifted framings of the pandemic. For example,
in rejecting the new territory framing of the pandemic, depicted in news media, and coming
to understand the pandemic as an intentionally planned event, the r/conspiracy community
does not refer to individual pieces of evidence about the pandemic itself. Instead, they
draw upon pre-existing conspiracy theories (e.g., those concerning the Gates Foundation
and its purported hidden agenda) and emphasize the perceived untrustworthiness of gov-
ernment agencies, healthcare authorities, and elites. This community believes these entities
disregard public well-being and have orchestrated the pandemic to advance their hidden
motives. Put differently, this community’s understanding of the pandemic is informed by
their “distrust” of involved entities (i.e., government agencies and health authorities) and
“existing conspiracy theories”, where they used these factors as “evidence” when they come
to understand the pandemic as an intentionally planned event, or deny its existence.

Both these patterns of drawing on existing conspiracy theories and highlighting distrust
in authorities to validate new ones are indeed acknowledged in prior work as well. In
terms of the influence of prior conspiracy theories, for instance, |Gagliardi (2023)) similarly
argues that, in many conspiracy theories, individuals often do not rely on factual evidence
to support new claims. Instead, they reference prior conspiracy narratives as a form of
validation for their distrust of authorities, using these narratives to rationalize the adoption
of new theories. Therefore, even with an infinite amount of correct information, |[Rabin and
Schrag) (1999)) argue, people can still get convinced of their misconceptions, as many people
tend to read the evidence in a way that confirms their prior beliefs.

Similarly, the role of distrust in authorities a strong driver for the formation of framings
that are deviated from the reality in r/conspiracy (e.g., intentionality, and denial framings)
aligns with prior work about the connections between distrust in authorities and conspirato-
rial beliefs (Phadke et al.l 2021} |Gagliardi, [2023; |Anderson and Rainie, |2020)). Further, this
study suggests distrust in authorities contributes to the evolution of framings that deviate
from reality, and already existing conspiracy theories (e.g., theories concerning the Gates
Foundation) serve both as motives for these shifted framings, and as validations of these

framings. Put differently, these results suggests a potential feedback loop between distrust
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in authorities, and conspiratorial beliefs.

This work expands our understanding of the interplay between distrust in authorities
and already existing conspiracy theories, particularly in terms of their combined influence
on the re-framing of events in ways that deviate from reality. While the nuanced analysis
of the r/conspiracy community’s interpretation of the pandemic provides valuable insights,
the observational nature of this study precludes definitive causal claims. Several hypotheses
emerge: Does framing divergence stem directly from distrust in authorities? Is it driven
by already existing conspiratorial beliefs? Or does it arise from the interaction between
these factors? These hypotheses, informed based on the analysis conducted in this chapter,
warrant further investigation, potentially through experimental research, to elucidate the
nature and dynamics of the relationships involved.

These divergent framings within a community can significantly influence people’s un-
derstanding of reality, extending beyond misleading them about individual pieces of content
items. This influence, in turn, can negatively impact their responses to surrounding events.
For instance, rejecting the framing of the pandemic as a tragedy and instead reinventing
the denial framing (i.e., the pandemic is a hoax or a tool used by those in power to control
society) can impact how many people perceive the government responses to the pandemic,
such as lockdown and enforcing mask mandates, thereby negatively influencing their own
responses to these implemented measures. For example, in the case of COVID-19 vaccines,
misconceptions that denial framing and /or totalitarian framing contribute to might increase
vaccine hesitancy within the community (Ullah et al., 2021; Kreps et al |2021]), and beyond
(Ghosh et al.l 2024; Abdallah and Lee, 2021} Taylor et al., |2016).

To reiterate, understanding framing evolution as a broader impact of misinformation,
which can shape and in times create misperception of reality and influence society beyond
misleading individuals about pieces of content, would not be possible to gain, and necessi-

tates an ecological approach to misinformation research.

5.4.2 Implications

The chapter makes an important implication for community moderators to expand their

moderation practices beyond individual content moderation. Specifically, community mod-
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erators can utilize the approach taken in this chapter to proactively identify and mitigate
potential misleading framings within their communities, and address the broader impacts
of misinformation on their communities come to understand events around them.

Indeed, the analysis conducted in this chapter suggests that, much like the misleading
framings of the COVID-19 pandemic and the misperception they contribute to are not
the results of any individual pieces of content, they are unlikely to be simply addressed
by only accounting for accuracy of news content, or providing corrective content with an
individualistic perspective (in line with the argument made by (Aghajari et al., |2023b)
about broader scope of misinformation). To address the evolution of framings that evolved
using misleading evidence, instead, community moderators can utilize the approach taken
in this chapter and examine the processes by which their communities come to frame world’s
events (e.g., presidential elections, ongoing global conflicts, or policies concerning minority
groups), and attempt to mitigate the evolution and spread of misleading framings.

For example, in addressing framings that are evolved based on misleading evidence,
which might not be necessarily factually incorrect when examined individually but utilized
to present misleading framings, instead of providing alternative facts (an individualized
intervention reviewed in Chapter , community moderators might consider offering alter-
native interpretive packages (Gamson and Modigliani, |1989)). Such efforts might not only
prevent misleading framings from becoming dominate framings within their communities,
it can also mitigate the impacts of these framings on vulnerable individuals who are seeking
to make sense of events around them. Given the important role of community moderators
on and how their communities run and their influence on community members (Seering
et al|,|2017; |Cullen and Kairam), 2022)), framings that these stakeholders provide is likely to
be well-received by their communities.

In this effort, community moderators can account for the role of community members
and their responses in influencing other members’ view and design around their influence
(Aghajari et al.l [2023a; Lo, |2018). For example, community moderators can target com-
munity members whose framings of the event is based on actual evidence that pertain to
the event under discussion, and the ones who attempt to contribute to addressing misper-

ception based on their prior interactions within the community. More specifically, they can
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encourage such members to contribute to interpretive packages by which their communi-
ties understand events around them, and to promote leading narratives about the ongoing
events (e.g., the tragedy framing and urgent framings). Encouraging community members
to join this effort can potentially influence dominant framings of the ongoing event and
affect the framings other members encounter within their community, thereby helping to

mitigate shifts in framing that are impacted by misinformation H

5.5 Contributions and Future Work Directions

This chapter makes two key contributions in advancing research on misinformation. First,
by employing the concept of framing and examining the functions it performs, this chapter
empirically demonstrates that misinformation plays a role in the way online communities
come to interpret and understand events around them (i.e., framing). Specifically, the
findings from this chapter expands knowledge around the role of misinformation in the
overall shifts in the processes of meaning constructions and people’s understanding about the
world’s events, a broad impacts that exceed beyond misleading individual about individual
pieces of content. Put concisely, this chapter shows in a community wherein false and
misleading content is prevalent, framing evolutions occur in ways that more often reject
the way the framing of the same event in mainstream news media, reinventing alternative
framings, often contradicting the mainstream news media framing of the same event.

To reiterate, none of these alternative framing arise from any individual piece of con-
tent, but are instead motivated and shaped by the broader scope of misinformation (e.g.,
the way people perceive the different entities involved, and the way they selectively gather
their evidence). Therefore, these impacts of misinformation would not be understood with
an individualistic focus on misinformation, and can only be addressed when conceiving of
misinformation as a broader, societal phenomenon that impacts online communities be-
yond misleading them about pieces of content. This understanding of the broader impacts

of misinformation can inform the development of interventions aimed at mitigating the

51t is important to note that such interventions are less likely to work in communities that are invested
in conspiracy beliefs |[Aghajari et al.| (2023b)). However, these interventions can potentially help mitigate
framing evolutions that are creating misperceptions about the reality in communities that are vulnerable to
misinformation, but value the truth, seek to understand the events around them.
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community-level impacts of misinformation on the processes involved in meaning construc-
tions (discussed in the implication section).

Second, this chapter contributes to approaches of studying misinformation with an
ecological perspective. Specifically, it concretely designs, and develops a novel approach
for studying misinformation as a societal phenomenon, extending beyond an individualistic
focus on misinformation. The presented approach directly responds to the call made in the
systematic literature review in Chapter [2, which highlights the need for approaches that
address the broader scope of misinformation, beyond isolated pieces of content. Put con-
cisely, this approach embraces the concept of framing from sociological research (Gamson,
1989; [Scheufele| 1999; Benford and Snow, 2000; Druckman, 2001) (motivated in chapter
4)), utilizes the computational technique designed and developed in chapter [4| and analyzes
framing as processes by which people come to understand an event. Using the COVID-19
pandemic as a case study, this chapter examines the way misinformation contributes to
understanding around this major global event, and impacts people’s understanding about
it, beyond misleading them about individual pieces of content. Put differently, this study
enables us to understand and account for the societal-level impact of misinformation, which
would be impossible to attend to via an individualistic approach to this phenomenon.

Indeed, the methods explored in this work can be applied not only to research on misin-
formation and its broader impacts, but can also be adapted to analyze related phenomena,
such as disinformation dynamics, the spread of rumors, and the role of deep stories in fa-
cilitating such rumors (e.g., [Starbird et al., 2019; Prochaska et al., [2023). For example,
Starbird et al. (2019) argue that disinformation is indeed a collaborative work distributed
across media ecosystem (Starbird et al. 2019), which contributes to the construction of
a misleading version of reality |Prochaska et al.| (2023); [Starbird et al| (2019). To exam-
ine the dynamic through which disinformation functions, Prochaska et al.| (2023) captures
deep stories (Polletta and Callahan|, |2019)) using a qualitative coding approach, and demon-
strates how disinformation might mobilize online audiences. Given how these processes are
not necessarily evidence in single documents, and the fact that researchers might not be
aware of all deep stories at play, qualitative coding for these stories can be overwhelming,

if not impossible in some cases (e.g., in contexts that there is no prior knowledge about
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potential deep stories at play). This work suggests the methods employed in this work, in-
cluding leveraging framing and the developed computational model, can provide a means to
examine disinformation dynamics, and potentially address the aforementioned challenges.
This study has one primary limitation, which stems from the challenges associated with
accessing and analyzing data from online communities. Specifically, given the challenges
involved in accessing online communities’ data and recent changes in scraping such data
(Luscombe et al., [2022; [Dogucu and Cetinkaya-Rundel, 2021; |Ciani Sciollal [2023)), this
chapter does not tease apart how responses to framing in news media might vary in the way
individuals post about an event, and the way they come to discuss it as a community. This
research, however, encourages future work to explore such potential distinctions, if and when
such data can be accessible. Investigating these distinctions could potentially offer valuable
insights into where social media platforms and online community moderators should focus
their efforts to address the evolution of framing that contributes to misperception of major

events, such as the COVID-19 pandemic.
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Chapter 6

Conclusion and Overall

Contributions

Misinformation plays a significant role on people’s lives, affecting the way they come to
understand the world’s events, their interpersonal interactions, perceptions of social norms
and acceptable behaviors within a community, and ultimately, the trajectory of societal
evolution. This dissertation demonstrates that misinformation and its impacts encompass
factors beyond individual pieces of content (Chapter . In particular, misinformation in-
volves community oriented mechanisms, such as the role of social norms, the processes by
which communities come to collectively make sense of events, and majority illusion effects,
among others. However, interventions aimed to address this phenomenon merely focus on
addressing misinformation as individual pieces of false and misleading content. Focusing on
perceived social norms as a key community-oriented mechanism involved in misinformation,
this dissertation demonstrates that these factors both contribute to and are influenced by
the broader impacts of misinformation (Chapter . Based on knowledge gained in these
two aforementioned studies, this dissertation argues that to better understand and address
the broader scope of misinformation requires to study misinformation as a societal phe-
nomenon, which transcends any isolated, individual pieces of content. Put precisely, it
posits that there is a need to adopt an ecological perspective to the phenomenon

of misinformation that enables considering the various elements within the information
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ecosystem that influence people’s understanding of the world’s events, and study misinfor-
mation as the interaction among false and misleading content, community response, and
the processes of meaning constructions. With this goal, embracing the concept of framing
from sociological research (Gamson, 1989; |Scheufele, |1999; Kirdemir et all [2021; Benford
and Snow, 2000; Druckman, 2001)), this dissertation presents an approach that enables
examining the interplay between false and misleading content, community responses, and
the way communities come to understand and respond to events around them, and study
misinformation with an ecological approach (Chapters 4} and .

This final chapter summarizes the main implications from this dissertation for re-
searchers, community moderators, and social media designers. Specifically, it elaborates
on how the approach taken in this dissertation, i.e., conceiving of misinformation as a
broad phenomenon that transcends individual pieces of false or misleading content, pro-
vides opportunities for researchers to expand knowledge around this societal phenomenon,
for social media designers, to develop interventions that address the broader scope and
impacts of misinformation, and for community moderators, to monitor framing processes
and employ moderation practices that transcend individual content moderation. Put con-
cisely, this chapter highlights how the ecological perspective to misinformation, as taken
and advocated for in this dissertation, can enable these stakeholders to better understand
the broader scope of misinformation and to incorporate this understanding into the design

of interventions to address this societal phenomenon and its impacts.

6.1 Researchers: Conceiving of Misinformation as a Societal

Phenomenon

Prior work maintains a primarily individualistic focus on misinformation, conceptualizing
it as pieces of false and misleading content that performs in isolation (e.g., Lazer et al.,
2017, 2018 [Wardle et al.l [2018). With this view of misinformation, numerous approaches
are designed to address this presumably isolated phenomenon (i.e., fact-checkers, signaling
credibility of the content, signaling credibility of the source of content, and providing more

perspectives on the content) (reviewed in (Aghajari et al., 2023b)).

169



This dissertation, however, argues that researchers need to conceive of misinformation
as a broad phenomenon that transcends individual pieces of false or misleading content.
In this view, misinformation is not an isolated phenomenon. Rather, it is situated in a
complex information ecosystem where multiple factors interact and influence individuals’
understandings of the world’s events, thereby impacting their responses to those events.
The impacts of misinformation similarly extend beyond misleading individuals about in-
dividual pieces of content. For example, conducting an experimental study in Chapter [3]
this dissertation empirically demonstrates how misinformation impacts perceptions about
norms in online communities, and can lead to broader consequences (e.g., shifts in perceived
expectations and acceptable behaviors regarding sharing misleading theories). Similarly,
conducting an observational study in Chapter |5} this dissertation demonstrates the broader
impacts of misinformation on the way people come to understand and make sene of events
around them (i.e., framing) (Gamson and Modigliani, 1989; Gamson, (1989)). This study
demonstrates that these broader impacts do not stem from any isolated piece of content.
Rather, they pertain to social factors within the information ecosystem, such as community
members’ perceptions, biases, and trust in the entities associated with the events they are
interpreting and making sense of.

Therefore, grounded in the insights from the aforementioned studies, this dissertation
encourages researchers to similarly incorporate ecological approaches to misinformation,
and study and address misinformation with practices that extend beyond isolated, individ-
ual pieces of false and misleading content. The remainder of the chapter will offer some
guidance on how researchers can move towards this direction, and examine misinformation
as phenomenon broader than individual pieces of content.

Admittedly, viewing misinformation as a societal phenomenon using an ecological ap-
proach involves considering the complexities of the information ecosystem and the various
factors that play a role in this ecosystem. However, we do not need to start this effort from
scratch. There is indeed a wealth of valuable insights from the psychological and social lit-
erature on the factors influencing how people process information, which may similarly play
a role in the context of online misinformation and its societal impacts. The literature review

presented in Chapter [2 outlines a variety of these factors, and particularly highlights the
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important, yet under-explored community oriented mechanisms involved in misinformation
(Aghajari et al., 2023b). Despite the role of these factors, there remains a significant gap
in understanding how to effectively incorporate them into interventions designed to address
the broader scope and impacts of misinformation. Researchers should therefore benefit from
this extensive body of work to expand knowledge around the mechanisms by which these
factors play out in the context of online misinformation.

To do so, this dissertations acknowledges the benefits and relevance of both experimen-
tal, and observational studies, and argues that these two approaches, to be effective, should
inform one another. Specifically, informed by observations about potential mechanisms in
information ecosystem that can be involved in the scope of misinformation, researchers can
design and conduct controlled experimental studies to help expand knowledge around the
mechanisms by which these factors function in the context of online misinformation. In
this line, the study conducted in Chapter [3] designs and conducts experimental studies and
offers insights into how norms are influenced by misinformation and identifies community
responses as critical factors that can mitigate the broader, community-level impacts of mis-
information. Indeed, social norms are not the only community oriented mechanism involved
in misinformation. Numerous other community-oriented mechanisms may contribute to the
spread and impacts of misinformation, which warrant future research attention (See Chapter
for an outline of these factors).

Admittedly, we cannot attend to all the complexities and nuances involved in the dy-
namics of misinformation in the bound of experimental settings. Thus, researchers are
encouraged to leverage the insights from experimental research about the factors involved
in misinformation, and examine the dynamics by which such factors my operate based on
authentic online interactions in observational study settings. For example, informed by the
results from the conducted experiment in Chapter |3|about the role of community responses,
this dissertation designs and conducts an observational study, which leverages the concept
of framing, and examines the broader scope of misinformation in terms of its impacts on
the way people come to understand and respond to events around them. In the context of
this dissertation, the approach taken in this study made it possible to explore how misinfor-

mation might manifest as broader shifts in how people interpret and view the world around
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them, and play a role in processes by which framing evolves. Similarly, other researchers can
leverage the approach taken in this study to examine how misinformation might contribute
to people’s understanding around other events that are targeted by misinformation, such as
presidential election, or ongoing global conflicts, and expand knowledge around the broader
scope of misinformation as a societal phenomenon in observational settings. In addition,
researchers can employ this approach to attend to the potential driving factors involved in
framings (e.g., distrust in authorities, prior beliefs, influencers’ impacts, selective bias). In-
deed, such settings cannot confirm causal relationships about the driving factors. Yet, they
can provide rich understandings about the way these factors might interact within complex,
real-world context, and also inform hypothesis for the design of future experimental studies
to tease apart the nature and directions of the relationships between intentional factors in-
volved. Furthermore, this dissertation acknowledges that while the concept of framing has
been effectively employed in this dissertation to study misinformation from an ecological
perspective, this concept and the approach taken in this dissertation may not represent the
only possible solution. Researchers should explore other such concepts, as detailed in Chap-
ter 2], that could similarly contribute to adopting an ecological approach to misinformation,
and expand knowledge around misinformation as a broader, societal phenomenon.

The next section describes a key community-oriented aspect examined in this disserta-
tion, which future research can utilize in both experimental and observational studies to

study broader scope of misinformation.

6.1.1 Community Responses: A Key element for Understanding Community-

Oriented Misinformation in Online Contexts

A significant challenge in studying community-oriented mechanisms involved in misinfor-
mation is the limited research identifying which community elements are most relevant and
effective for integration into such studies. This dissertation provides valuable insights about
community responses as a key community element, enabling the design of studies that ex-
pand our understanding of community mechanisms involved in misinformation, applicable
to both experimental and observational approaches.

This dissertation identifies community responses as a key element that can be effectively

172



leveraged in designing experimental studies aimed at understanding community-oriented
mechanisms of misinformation. Specifically, in an experimental study examining how misin-
formation influences perceptions of online community norms (Chapter , this study demon-
strates the significant role of community responses to shared content in shaping norm per-
ceptions. In this context, community responses exert a greater influence on perceptions
about community’s norms than the content itself. To investigate other community-oriented
mechanisms (e.g., the majority illusion, pluralistic ignorance, peer influence reviewed in
Chapter using experimental approaches, researchers can similarly design studies that
manipulate community responses. While this community element is promising, manipula-
tion checks are essential to validate that observed effects are indeed occurred or mediated
by community responses.

Similarly, this dissertation demonstrates the utility of community responses as a rich,
informative community element to focus on in observational studies aimed at understanding
the dynamics of community oriented mechanisms involved in misinformation. Specifically,
to examine how misinformation is involved in the way people frame the world’s events, and
examine the dynamics and nuances involved in the interplay between misinformation and
framing processes, this dissertation utilizes and demonstrates the significant of community
responses in an observational study (Chapter [5). This study analyzes community responses
based on both the posts shared by community members and the discussions that emerge
in the comment sections, and reveals that the discussions provide a richer, more nuanced
understanding of how a community come to understand an event (i.e., framing) and respond
to it. Put differently, community responses offer a key means to understand how online
communities evolve their understanding of global events, thereby respond to those events.
Similarly, to observing other dynamics that misinformation might be involved in and/or
contribute to within online communities, such as the spread of rumors, formation of beliefs in
new conspiracy theories, evolutions of communities’ norms and shifts in acceptable behaviors
within a community, among others, community responses provide a valuable means for

uncovering the underlying processes.
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6.2 Social Media Designer, and Community Moderators

Conceptualizing misinformation as a broader societal phenomenon and adopting an eco-
logical approach to misinformation, this dissertation offers insights into how social media
designers, together with community moderators, can attend to the broader scope and im-
pacts of misinformation.

This section first outlines how the approach presented in this dissertation, which focuses
on the interplay between misinformation and framing processes, enables community mod-
erators to adopt an ecological approach to misinformation, thereby facilitating moderation
practices that transcend individualistic content moderation (Section [6.2.1.1]). Next, it dis-
cusses the implications for social media designers in developing computational techniques
that enable community moderators to implement these moderation practices to address
misinformation impacts beyond pieces of content (Section . Finally, this section
underscores the vital role of community members in the evolution of online communities,
both in terms of the evolution of their communities’ norms and the processes of meaning
construction within their communities. This dissertation therefore encourages that social
media designers to design and develop tools that might enable community members with
actionable practices to address the broader scope of misinformation and mitigate its broader

impacts within their communities (Section [6.2.2)).

6.2.1 Entanglement of Framing and Misinformation: A Pathway for Adopt-
ing an Ecological Approach to Misinformation as a Societal Phe-

nomenon

6.2.1.1 Monitoring Framing: Community Moderation beyond Content Mod-

eration

Community moderators employ different strategies, and engage regularly with their com-
munities to maintain the health of their communities (Seering et al., [2019; Gillespie, |2018;
Gerrard, 2018; |Jhaver et al., 2018). However, all these moderation practices are focused on

individual incidents, and in the case of misinformation, focused on individual pieces of false
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and misleading content.

This dissertation suggests that the approach that it presents to examine the interplay
between misinformation and framing processes can similarly enable community moderators
to address misinformation within their communities beyond addressing individual pieces of
content. Specifically, community moderators, who play a great role in how their communi-
ties run (Seering et al., 2019; Jhaver et al., 2018)), can monitor the way their communities
interpret and come to understand the world’s events. By monitoring framing processes,
community moderators can then engage with their communities to mitigate the evolution
of framings that are based on misleading evidence, thereby mitigating the spread and im-
pacts of misperceptions about events around them. In this way, community moderators
can address misinformation and its broader impacts within their communities, effectively
extending their moderation practices beyond an individualistic focus on pieces of content.

As illustrated in Chapter [, the evolution of framings, and misperceptions that such
framings contribute to and/or amplify, are not the result of only individual pieces of con-
tent. Rather, these processes are also influenced by “misleading evidence” and the way such
evidence are used to create misleading narratives about the world’s events. Specifically,
misleading evidence, in which distrust in authorities plays a significant role, contributes
to divergent framings of an event, that can further contribute to amplifying these misper-
ceptions. For example, as detailed in Chapter |5 framing the pandemic as a “plandemic”,
or denial of the virus’s existence, are not derived only from any individual piece or pieces
of content, but rather from collective perceptions of involved entities, particularly distrust
in these entities, and personal narratives that are treated as evidentiary when interpret-
ing news about the pandemic. Thus, these misleading narratives, and misperceptions that
these narratives might contribute to, cannot be simply addressed with individualistic focus
on false and misleading content.

Instead, to address these broader scope of misinformation, community moderators can
expand their moderation strategies and examine how their communities come to frame an
event. Specifically, they can monitor potential deviations in evolution of framings that
are evolved based on misperceived evidence and might further amplify such misperceptions.

These strategies can enable community moderators to address the root causes of mispercep-
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tions that are involved in development of misleading framings. For example, these strategies
might enable community moderators to identify “misleading evidence” that is used in evo-
lution of these deviated framings (e.g., referring to the US financial support for research
in Wuhan lab as an “evidence” for U.S.-China collaborative effort to create bioweapons, or
the emergency authorization of vaccines as a evidence that indicates inherent safety issues),
and/or the way such “misleading evidence” or even “factual evidence” might be presented to
validate and amplify misleading framings. Put concisely, understanding framing processes
can provide insights about the factors that might be involved in shaping misperception about
the world’s events (e.g. evidence that makes sense within the context, but is not definitive
(Klein et all |2007)), perceived reality that is deviated from the reality (Klein et al., 2007}
Nickerson), [1998; [Sleegers et al., [2019)), which might not be necessarily factually incorrect
if investigated individually. In these cases, community moderators can engage with their
communities and offering alternative framings based on actual evince and guide framing
evolutions within their communities. Indeed, prior work suggests these moderators often
serve as role models, and their linguistic patterns are imitated at higher rates than those of
other community members (Seering et al., 2017). Thus, the framings they feed into their
communities are likely to be similarly well-received by members within the community, and
mitigate the spread of misleading framings to be the dominant framings.

Monitoring framings as a moderation practice, even with the assistance of computational
tools, can arguably be more effortful than existing moderation practices (i.e., attending to
individual incidents). However, prior work suggests community moderators are willing to
invest such an effort to protect their communities from harmful behaviors (Seering et al.,
2019)). This commitment and willingness to engage directly is further illustrated by moder-
ators’ approach to algorithmic moderation tools. For example, although algorithmic tools
(e.g., “AutoModerator”, “AutoMod”) exist for automated content moderation, recent study
shows that moderators primarily rely on these tools for clearly objectionable content, such
as malware or pornography links (Seering et al.,[2019). For potentially controversial threads,
community moderators prefer to personally review and intervene, demonstrating a desire
to maintain nuanced control over their community’s trajectory. These insights suggest that

community moderators acknowledge the complexity of social interaction, as well as the
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potential harm and consequences of misclassified cases when using automatic tools to mod-
erate these interactions. Consequently, they prioritize direct engagement to address harmful
interactions, even when it demands greater effort. Given community moderators value the
the health of their communities and their notable commitment and efforts to moderate their
communities suggested by prior work, they are likely willing to monitor framing evolution
to mitigate the evolution of misleading framings and their spread within their communities.

However, given that framings manifest across multiple interconnected conversations
within online communities, manual examination of framing evidence, as detailed in Chapter
becomes increasingly challenging, if not infeasible in larger communities. Thus, the effec-
tive monitoring of framing processes requires the use of appropriate tools facilitate framing
analysis. The subsequent section explores how the computational model developed in this
dissertation can empower moderators to monitor these framing processes. Furthermore, it
provides insights for the development of future, new tools for this purpose, outlining key
considerations for their design.

Admittedly, monitoring framing as a moderation practice may be less relevant in commu-
nities where misleading evidence is more readily accepted (e.g., r/conspiracy, r/AlternativeHealth).
In these communities, misperceptions are often more closely related to individuals’ exist-
ing beliefs rather than to misleading evidences, and faulty reasoning. Furthermore, given
that moderators are often members of the community themselves, in these communities
moderators may be less likely to recognize misleading framings as such. That said, mon-
itoring framings can still be beneficial for communities that are vulnerable to misleading
framings, but value truth and seek to protect the integrity of framing evolution within their

communities.

6.2.1.2 Computational Tools to Facilitate Monitoring Framings

This section examines the implications for social media designers, providing them with guid-
ance for designing computational tools that facilitate monitoring framings, a community
moderation approach that extends beyond individualistic content moderation, as outlined
in the preceding section. To do so, it first discusses opportunities to build upon the compu-

tational model designed and developed in this dissertation. Next, informed by the results
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of the study conducted in Chapter [f] this section suggests social media designers to design
tools to explore framing processes that might be critical, yet missing in a community. Fi-
nally, this section outlines important design considerations that this dissertation identifies
as being overlooked in existing models that are developed for framing analysis, and the way
the models presented in this dissertation accounts for these consideration. It discusses why
and how these considerations should be similarly considered in the development of future
such models for framing analysis, if platform designers wish to effectively monitor fram-
ing processes within online communities and make their platforms resilient to the broader
impacts of misinformation.

Despite the efficacy of the model designed in this dissertation in facilitating exploratory
analysis of framing, this model represents an initial effort in examining framing with with
a dynamic, processual orientation using computational techniques. Therefore, there are
great opportunities for social media designers to both improve and build upon this model.
For example, social media designers can explores ways to enhance the model presented in
this dissertation and make it more accessible, and more usable for community moderators
seeking to monitor framings within their communities. To do so, social media designers are
encouraged to conduct further human-subject studies, specifically with community mod-
erators who are the “relevant human readers” of these models (Hoyle et all 2021)), and
make this tool more inline with their expectations. In addition to improving the usability
of the current model, social media designers should explore new tools that might incor-
porate additional linguistic features, such as catchphrases and metaphors, and/or consider
implementing variable weighting for document sections (e.g., titles, introductions, bodies,
conclusions) to reflect their potential framing influence.

Beyond designing tools that assist with analyzing framing, platform designers should
explore tools that can monitor for absent framings within online communities, i.e., framings
that are important but not not being evolved in a community. For example, analyzing fram-
ing processes in r/conspiracy community, this dissertation shows how the tragedy framing
of the pandemic did not evolved in this community, and rather is rejected to reinvent the
intentionality framing. Can social media designers examined tools that enable to see fram-

ing processes that are important, but missing in a community? Potential such tools can
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inform community moderators about important aspects of an on going event that may be
overlooked by their communities, empowering community moderators to offer framings that
foster more comprehensive understandings about ongoing events within their communities.
Arguably, such tools might be able to address some of the other community level mecha-
nisms involved in the broader impacts of misinformation as well, such as familiarity bias,
or formation of filter bubbles (See (Zuiderveen Borgesius et al., [2016|) for more detail on
this concept). More specifically, for example, by offering framings that might be completely
ignored by community members, regardless of the intention beyond such ignorance, com-
munity moderators can contribute to what their communities observe and might mitigate
potential familiarly bias and its consequences.

In addition to providing a concrete model with opportunities to build upon, and offering
insights to design novel future such tools, this dissertation identifies and resolves two primar-
ily concerns with existing techniques employed to analyze framing, which made those prior
techniques less relevant, and insufficient in providing understanding about framing as pro-
cesses involved in meaning constructions. The following passages describe these concerns,
outline how they are addressed in the model presented in this dissertation, and suggest
important design considerations for social media designers when designing any future such
tools for monitoring framings.

First, prior computational techniques focuses on a single document, or sometimes even
single sentences to identify frames. However, much insights from sociological research on
framing suggests framing is a distributed process, and as such, framing evidences may
be interwoven across multiple documents. Therefore, this dissertation argues that when
investigating and designing computational techniques for assisting with examining framing,
the unit of analysis should not be a single sentence or even a single document. Instead,
to account for how framing evidence might be interwoven across multiple documents, and
to address the aforementioned concern, the model designed in this dissertation do not
enforce any individualistic unit of analysis. Put precisely, while results are organized by
topics, the approach taken to leverage the results remains agnostic as to whether one topic
or multiple topics constitute evidences of one framing. Similarly, social media designers

aiming to design computational techniques to facilitate exploration of framings, as processes
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of meaning constructions, should not enforce any individualistic unit of analysis. Instead,
these models should be designed to examine framing evidences, as they appear within
and across documents. The only prior computational techniques that move beyond isolated
pieces of content in analyzing framing are topic modeling techniques (e.g., Card et al., [2016;
DiMaggio et al., [2013; |[Y1a-Anttila et all 2022)). However, as they are currently designed
and utilized in prior studies, these techniques fall short to offer insights into framing as a
process, for the reason discussed below.

Second, prior computational techniques primarily focus on studying frames without ex-
ploring the interpretive packages that give meaning to an event (i.e., framing processes)
(Gamson and Modigliani), [1989). As a result, such examinations offer limited insight into
the processes by which people come to understand the world, which can be informative
for community moderators aiming to address misleading framings within their communi-
ties. For example, by treating frames as discrete and distinct from the entities involved,
previous computational work fall short in accounting for the various factors shaping peo-
ple’s understanding of an event, such as who is taking actions, what causes are at play,
and who or what entities are impacted, and how people view and assess the moral aspects
of the events. Indeed, these nuances are all parts of interpretive packages that (Gamson
and Modigliani, [1989)) argues are involved in processes by which people understand events,
and are therefore important to attend to exploring framing processes. The computational
model designed and developed in this dissertation accounts for not only what people say
(i.e., the choice of words and words co-occurrence), but also how they talk about issues,
and the entities that they see involved in the issues discussed. That is, by incorporating
the grammatical relationships in which terms occur the presented model captures linguistic
patterns that may be indicative of framing, by which it can attend to understanding about
framing processes beyond the issues that are discussed. For instance, by providing evidence
about how certain entities appear in documents, this model provides insights into the role
of different entities at play, which is indeed an important aspect of framing processes. Cap-
turing linguistic features that allow to attempt to relationship between topic terms beyond
their co-occurrence, and might enable to interpret topics for understanding the nuances in

language, should be similarly accounted for by social media designers aiming to examine
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framings within their platforms.

In addition to the two concerns stated above, this dissertation posits that computa-
tional models which are designed to imposing pre-defined frames and seeking classification
approaches to identifies those frames, as adopted in some prior work (e.g., Card et al., 2016}
DiMaggio et al., 2013; |[Yla-Anttila et al., 2022), is less effective, if at all, for understanding
framing processes. Instead, it investigates designs computational models to find evidence
of framing languages, by which researchers are able to explore framing processes. Put dif-
ferently, this dissertation acknowledges the complexities inherent in framing processes, and
only use the tool to assist researchers with identifying framing processes, without having the
computational model to directly identify these framing processes. Social media designers
should, similarly, design computational models with the goal of assisting community mod-
erators in their analysis framing, rather than designing classification models or LLM-based
models (which are fundamentally predictive models) to independently analyze and make
inferences on their own.

To reiterate, social media designers aiming to design computational tools for framing
analysis as a way to make their platform resilient to the broader impacts of misinformation,
need to account for the discussed concerns, summarized as follows. First, recognizing that
framing evidence is often distributed across multiple discussions, these tools should avoid
imposing rigid analytical units. Second, understanding framing as processes of meaning con-
struction requires to account for linguistic features that enable researchers to discern subtle
nuances in how people understand events and attribute roles to different entities involved.
Third, recognizing the complexities and nuances of language, as discussed throughout this
dissertation, computational models are unlikely to directly interpret framing evidence or
capture all involved nuances. Instead, these tools should be designed to support community
moderators with their exploratory analysis of framing e.g., identifying linguistic patterns
that may indicate framing), rather than making inferences about the framing processes

themselves.
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6.2.2 Community-Driven Interventions: Empowering Community Mem-

bers to Mitigate Broader Impacts of Misinformation

this dissertation shows the importance of community members on how online communities
evolve, both in terms of their role on how their communities’ norms are perceived (Chapter
3)), and in the way their communities come to understand the world’s events (i.e., framing)
(Chapter . Given this pivotal role of community members, it is essential to empower them
to effectively mitigate the broader impacts of misinformation within their communities,
specifically in addressing its effects on norm perceptions and framing evolutions, and help
guide the healthy evolution of their communities. This section explores how social media

designers can develop tools and interventions to support these objectives.

6.2.2.1 Community Members and their Role in Norms Evolution and Behav-

iors within their Community

This dissertation shows how community members can mitigate the broader impacts of
misinformation on the way their community’s norms are perceived (Chapter [3). More
specifically, it demonstrates while the prevalence of false and misleading content within
a community can influence perceptions about what is normative and acceptable within a
community, community members can mitigate these impacts by responding to such content.

Therefore, given their impacts, it is important to empower community members with
tools and features that can guide their efforts in mitigating the impacts of misinformation
on how their community norms is persevered and how norms in their communities evolve.
Such interventions might, for instance, ask a user to help address misleading content, and
misleading reasoning in their community. Doing so via selective notifications could provide
just-in-time responses to false and misleading content, not from an automated fact checker
or from platform admins, but from other human community members.

In addition to developing these community-centered interventions, future research should
also explore ways to encourage community members to leverage these interventions and
join the effort of mitigating the spread and broader impacts of misinformation on their

communities. For example, these interventions can directly inform community members
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about their pivotal roles as a way to increase likelihood of their engagements with this effort.
Additionally, community members can be prompted to consider the broader impacts of
misleading content on how their community and its norm evolution. For instance, targeted
community members could be encouraged to promote norms of sharing only reliable content,
and encourage others to account for how the content they share might influence others, and
to emphasize the value of legitimate information sharing.

These efforts do not necessarily need to be limited to responding to individual pieces
of content. Rather, they can be designed to prompt behaviors that inoculate a community
against misinformation spread and impacts. For example, in a recent work (Aghajari et al.,
2024), the author and her collaborators demonstrate how community members can commu-
nicate about being vaccinated with a low-effort design element (i.e., adopting a vaccinated
profile picture frame) and influence the perception of norms surrounding vaccination, an is-
sue frequently targeted by misleading narratives (Silverman, 2021; Rao, [2021). The findings
show that this low-effort, community-driven intervention not only helps protect perceived
norms around vaccination from the broader impacts of misinformation, but also increases
the likelihood that other community members will engage in efforts of addressing misleading
content around vaccination.

Indeed, recent work shows that community members already perform significant mod-
eration work, both by using site features, and by socially engaging in conversations within
their community (Seering et al.,2019; |Cullen and Kairam)|, 2022). Therefore, tools designed
to engage community members in addressing the broader impacts of misinformation are
likely to be well-received by community members. While engaging community members in
addressing misinformation is a promising direction, further research is needed to explore
how to effectively design around the role of community members. Key questions include
which members should be targeted to participate in this effort? How should potential con-
flicts arising from these user engagements be managed? Addressing these questions presents
valuable opportunities for future research to make significant contributions to research on

misinformation.
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6.2.2.2 Community Members and their Role in Framing Evolution within their

Community

This dissertation shows that community members play a significant role on processes of
framing evolutions within their communities (Chapter . For instance, by providing evi-
dence (including factual or perceived, and leading or misleading evidence) and contributing
to interpretations of the world’s events, community members can influence how their com-
munities come to understand those events. While some community members may adopt
and promote misleading narratives that disrupt and diverge from reality, others within the
same community may hold perceptions that are based on actual evidence on the event
under discussion, offering alternative framings of the same event. These members, thus,
can contribute to framing evolutions within their communities, mitigate the formation and
spread of misleading framings, and prevent potential deviated framings to become the dom-
inant framings through which others, especially vulnerable others, within their communities
develop their understandings of world’s event.

Social media designers are encouraged to equip community members with interventions
to actively contribute to framing processes, especially when monitoring framing processes
(discussed in the preceding section) reveals the development of framings that are disruptive
and diverge from reality, and evolved using misleading evidence and faulty reasoning. Such
interventions can effectively guide community members’ efforts in addressing misleading
framings, thereby enhancing the impacts of their efforts. For instance, in the case of framing
the COVID-19 pandemic, the evidence around this event reported in the news suggests
the pandemic is indeed a global tragedy, with actual evidence from the death tolls and
number of infected people. Yet, some community members might come to discuss this
event as a hoax (possibly even in a community wherein false and misleading content is not
prevalent), and/or diminish its magnitudes, considering the COVID-19 virus as a typical
form of flue. However, in the same community, there could be people who acknowledge the
actual evidence, and understand the pandemic as a tragedy (informed by news, personal
experience, or the experiences of those around them), which requires every individuals to

follow the guidance by the health authorities to help mitigate the spread and impacts of
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the virus.

Could these members effectively mitigate the impacts of misperception that misleading
framing of the pandemic might cause? Motivated by the insights from this dissertation
on the role of community members on framing evolutions, this dissertation asserts these
community members can potentially mitigate these broader impacts of misleading fram-
ings within their communities, if their efforts are guided and are made more visible. For
example, selective notifications could request community members to provide just-in-time
engagement with their community in response to misleading framings, and help their com-
munity make their arguments based on “factual evidence” and not “misleading evidence”,
and/or help clarify problems with faulty reasoning and offer alternative reasoning. Even
if those involved in the formation of misleading narratives are not directly protected by
such community efforts (e.g., due to strong beliefs in conspiracy theories), these community
oriented initiatives can still potentially influence vulnerable individuals who are trying to
make sense of the events around them.

Following the arguments presented in the preceding section, the design of low-effort in-
terventions offers a potentially effective strategy for enhancing community engagement. For
example, when reaching to targeted community members to contribute to framing about an
event, platform moderators can provide evidence of misleading framings, inform these tar-
geted members about the broader impacts of such misleading framings, and offer resources
to these members to provide alternative, and leading framings within their community.
Given that framing evidence can be intertwined across documents, it is perhaps effective
to ask community members to both engage in individual discussions and contribute to the
framings happening in those discussions, and to share leading framing in the form of post
to reach broader community and mitigate the influence of misleading framings. Future
research is required to examine which of these efforts could be more effective, and how to
deploy the combinations of these interventions.

Indeed, empowering community members to mitigate the formation of misleading fram-
ings not only influences how communities understand and respond to world events, but also
potentially shapes the perception and evolution of community norms. These perception

about community’s norms can in turn further contribute to the way communities run, both

185



in terms of the types of content that is shared, the framings that evolves around the con-

tent shared in a community, and the way community members respond to those framings

(Aghajari et al., 2023c, 2024).
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