


Figure 5.2: Embedded Controller Hardware Schematic: The embedded controller
communicates with the RPSA device in three ways. Electrical relays impose the cycle
step durations via the timing of the solenoid valves. Digital-to-Analog Converters
(DAC) are used to transmit setpoints to the digital controllers, and composition and
pressure measurements are sent to the controller via voltage signals. The Raspberry
Pi coordinates this process as well as running the MPC algorithm in real-time.

is economically prohibitive. In the lab-scale MOC, these digital controllers are used

to design and test the MPC and the MOC device. The remaining four variables are

treated as disturbance variables. The purge flow rate (Fp) and adsorption pressure

(Pa), feed flow rate (Ff ) and product flow rate (FO2) are used to simulate disturbances

due to compressor fluctuations, patient needs and changing ambient conditions. The

effect of the disturbance variables, d = [Ff , FO2, Fp, Pa]
T , can be greatly reduced by

the MPC. A variety of valves, digital controllers, sensors and a Raspberry Pi 3 is used

to operate the RPSA cycle and run the MPC algorithm.
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5.2.1 Hardware Requirements of the Device

A Raspberry-Pi R© 3 (RPi) micro-computer is used in the RPSA device. It uses a set

of electrical relays to precisely time the four 24VDC solenoid valves which direct gas

flow during the RPSA cycle. Using digital-to-analog converters (DAC) and a custom-

made signal amplification circuit, the RPi sends 0-10VDC set point signals to the four

Alicat R© digital controllers to maintain the proper flow rates and column pressure in

the system. A Honeywell R© pressure sensor measures the storage tank pressure, and

sends a 0-10VDC signal to the RPi via an analog input channel. A zirconium-based

O2 sensor measures the product composition and communicates with the RPi using

a 0-4VDC analog signal. A diagram of the MOC hardware is shown in Fig. ??.

The RPi uses a quad-core 1.2 GHz Broadcom processor with 1 GB of RAM to run

Python code which both operates the RPSA cycle and runs the MPC algorithm. The

synchronization of these two tasks is a key feature of this work, and vital to successful

implementation of the MPC algorithm as an embedded controller.

The embedded controller consists of the RPi connected to several circuit board

to expand the RPi Input/Output (I/O) pin capability. Pi-Plates R© Relay and Data

Acquisition and Control (DAQC) boards increase the I/O pin count and allow the

RPi to operate the RPSA cycle and collect output measurements. An image of the

embedded controller is shown in Fig. 5.3.

5.3 Model Predictive Control Algorithm

The RPSA system poses a multivariable control problem due to the single-bed device

design. The MOC device must produce the required 90% O2 product purity (χO2,T )
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Figure 5.3: Components of the Embedded Controller: The Raspberry Pi 3 is con-
nected to additional circuitry to operate the RPSA cycle and run the MPC algorithm.
A board with electrical relays is used to open and close solenoid valves. Two data
acquisition and control (DAQC) boards are used to collect measured data and send
set point signals to digital controllers. A custom circuit is used to amplify the set
point signals.
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Figure 5.4: Open-Loop Block Diagram of the MOC Device: The four cycle step
durations (tp, ta, tbd, tpu) are used by the MPC to control the product tank compo-
sition and pressure. Disturbances from feed, product and purge flow rates, and the
adsorption pressure can disturb the MOC device.

to meet the medical therapy requirement. The total gas pressure in the storage tank

(PT ) must also be maintained at super-atmospheric pressure to ensure both product

and purge flow occurs in each RPSA cycle. Fig. 5.4 summarizes the multivariable

control problem.

Because of its cyclic operation, the RPSA device never reaches a traditional steady

state. Instead, a cyclic steady state (CSS) is achieved which occurs when the cycle

profiles of all system states reach a constant, time-invariant form. When a disturbance

occurs and the CSS condition is broken, undesired “inter-cycle” dynamics occur which

breaks the CSS condition. The MPC adjusts the cycle step durations to control

y = [χO2,T , PT ]T and operate the RPSA device to the desired performance.

5.3.1 Multivariable MPC Formulation

The multivariable MPC algorithm was developed previously in simulation using a

nonlinear plant model for the RPSA system [25]. The MPC uses a quadratic opti-

mization problem and a linear process model identified using sub-space identification

techniques around the desired operating point. The MPC optimization problem is
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given as,

min
u(k+i|k)
i=1,2,...,M

N∑
i=1

[ŷ(k + i|k)− r(k + i|k)]2ω1
+

M∑
i=2

[∆u(k + i|k)]2ω2

+
M∑
i=1

[u(k + i|k)− ū(k + i|k)]2ω3

s.t. x̂(k + i+ 1|k) = Ax̂(k + i|k) +Bu(k + i|k)

ŷ(k + i|k) = Cx̂(k + i|k) +Du(k + i|k)

umin ≤ u(k + i|k) ≤ umax, i = 1, 2, ...,M

ŷmin ≤ ŷ(k + i|k) ≤ ŷmax, i = 1, 2, ..., N

(5.1)

where ŷ is the estimated outputs, r ∈ R2x1 is the set point, ∆u ∈ R4×1 is the change

in u(k + i|k), ω1 ∈ R2×1, ω2, ω3 ∈ R4×1 are weighting vectors. A ∈ R7×7, B ∈ R7×4,

C ∈ R2×7 and D ∈ R2×4 are the linear model state space matrices, and x̂ ∈ R7×1

is the estimated state vector. umin, umax ∈ R4×1 are lower and upper bounds on u

and ŷmin, ŷmax ∈ R2×1 are the lower and upper bounds on ŷ. The prediction horizon,

N = 50 cycles, and the control horizon, M = 20 cycles, were chosen after extensive

controller tuning experiments.

Linear MPC was chosen in this application because of its relatively low compu-

tational cost and feasibility to implement into an embedded controller. The RPSA

device relies on a highly nonlinear, gas-adsorption based, cyclic process, and detailed

process models are too computationally expensive to use in implemented MPC al-

gorithms where the optimization problem is solved in real-time. Because the MOC

only operates in a narrow range of O2, a linear approximation around this point can
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be made. An experimental data-driven sub-space identification procedure is used to

generate this linear process model to be used in the MPC.

5.3.2 Modeling and System Identification

The MPC requires a process model which relates the manipulated inputs, u =

[tp, ta, tbd, tpu], to the controlled outputs, y = [χO2T , PT ]. In a commercial MOC,

few sensors are included to minimize the manufacturing cost of the device, so the

process model cannot also rely on measurable disturbance variables. System identifi-

cation of nonlinear systems is an active area of research, and many possible solutions

exist [49]. In this application, a sub-space identification procedure using Pseudo-

Random Binary Sequence (PRBS) signals was used along with the algorithm N4SID

[32]. PRBS signals were used because they are easy to implement, and they can

continuously excite a system with relatively small amplitudes [31].

Designing proper PRBS signals is critical for system identification, but there is

not a definitive design procedure, especially for nonlinear systems. The system iden-

tification is performed around a linearization point, (ū, ȳ). As described in previous

work [25], there are four main guidelines used in PRBS signal design.

• Each signal is contains n ∈ I+ perturbations, u(ζT ), ζ ∈ (1, 2, ..., n), of length

T ∈ I+ cycles.

• Upper and lower bounds are imposed on each signal,

umin ≤ u(ζT ) ≤ umax (5.2)

• The magnitude of each perturbation change must be large enough to excite the
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MOC system

|u(ζT )− u((ζ − 1)T )| ≥ β (5.3)

• The magnitude of each perturbation change must not be too large to move the

MOC from its baseline point

|u(ζT )− u((ζ − 1)T )| ≤ γ (5.4)

The four PRBS signal tuning parameters, n, T , β, and γ as well as the input bounds

umin and umax can be tested experimentally to best excite the MOC system. This is a

labor-intensive process of multiple experimental runs, but the resulting input-output

data can then be used to identify a linear model using the sub-space identification

algorithm N4SID [32].

For the MOC device, T was the most important parameter to optimize in order to

capture the correct dynamics of RPSA process. If T is too small, process delay and

overshoot does not allow the outputs to respond to perturbations in the cycle step

durations, and if T is too large, the experimental data set does not yield a higher

quality model. The optimized values for the PRBS signals are n = 100, T = 5,

β = 0.1, and γ = 0.2.

A summary of the baseline, upper and lower bound values for the cycle step

durations can be found in Table 5.1. The output baseline values were found to be

χO2T = 89% and PT = 3.12 barA. The baseline value for χO2T does not meet the

90% purity requirement of the MOC device because it is difficult to manually adjust

the cycle step durations with enough precision to meet this requirement. With MPC,

this difficulty is eliminated with online adjustments to the step durations. Based on
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Table 5.1: Summary of Identified Model Linearization Point

tp [s] ta [s] tbd [s] tpu [s] χO2,T [%] PT [barA]

ū 0.5 2.4 2.5 1.5 – –
umin 0.5 2.0 2.3 1.0 – –
umax 0.7 2.6 2.7 1.7 – –
ȳ – – – – 89 3.12

ŷmin – – – – 0 1.5
ŷmax – – – – 100 4.5

the measured output signals in the PRBS experiment, this baseline is close enough

to the requirement for the linear model to make high quality predictions.

The algorithm N4SID was used to identify the linear model used in the MPC.

The PRBS data used in the identification is shown in Fig. 5.5. The first 2/3 of the

PRBS data set was used to identify the model, and the final 1/3 was used to validate

the prediction accuracy. The N4SID algorithm was weighted to favor χO2T at the

expense of PT . The final identified linear model has the form,

x̂(k + 1|k) = Ax̂(k|k) +Bu(k|k)

ŷ(k|k) = Cx̂+Du(k|k)

(5.5)

The number of estimated states were chosen as part of the N4SID algorithm for the

most accurate model predictions to the PRBS data set. The MPC also requires the

value of the estimated states for each control calculation. A discrete Kalman Filter

was designed such that the observer was stable, Re [λ(A− LC)] ≤ 1.

x̂(k + 1|k) =(A− LC)x̂(k|k − 1) + (B − LD)u(k|k) + Ly(k|k)

x̂(k|k) =x̂(k|k − 1) +MI(y(k|k)− Cx̂(k|k − 1)−Du(k|k))

(5.6)
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Fig. 5.5 shows linear model fit to and prediction of the PRBS data set. Region

(a) shows the high quality of the linear model fit to the PRBS data set. The fit of

χO2T is better overall than the fit for PT due to the heavier weight on χO2T during the

identification procedure. Any residual model error is compensated for using feedback

measurements in the MPC.

5.4 Embedded Feedback Controller

The embedded controller has two tasks for the MOC device: operate the RPSA cycle

and run the MPC algorithm. The multivariable MPC algorithm must be reformulated

so it can be solved in real-time using an efficient optimization solver. The linear

process model and Kalman filter are used in each MPC calculation while the RPSA

cycle runs continuously.

5.4.1 Implementation of the MPC Algorithm

The MPC formulation in Eqn. 5.1 is not in a usable form for standard solvers, but

it can be reformulated as a convex quadratic optimization problem (QP) with linear

inequality constraints. The reformulated QP is given as,

min
U

1

2
UTHU + f(x̂(k|k))TU

s.t. AcU ≤ bc(x̂(k|k))

(5.7)

where u = [u(k + 1|k)T , u(k + 2|k)T , ..., u(k +M |k)T ]T are the control moves manip-

ulated by the MPC, H is the Hessian matrix, f(x̂(k|k)) is the gradient vector, Ac is
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Figure 5.5: Sub-Space Identification using PRBS Input Signals: (Bottom) The four
cycle step durations are simultaneously varied using PRBS input signals which excite
the MOC controlled output variables. (Top) The controlled variables are measured
(dots). Region (a) is used to identify a linear model (solid lines) which relates the
four cycle step durations to the O2 composition and tank pressure. Region (b) is used
to validate the linear model prediction.
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the constraint matrix, and bc(x̂(k|k)) is the constraint vector. f and bc are written

to highlight the rold of the Kalman filter in Eqn. 5.6 plays in the MPC calculation.

Eqn. 5.7 can be solved using standard QP solvers, and the Python library CVXOPT

[50] was used in this work.

It is critical to the performance of the RPSA device that the MPC calculations do

not interrupt the RPSA cycle for any reason, so certain safe-guards need to be used

when implementing the algorithm into the embedded controller. The computation

time of the QP solver can be limited by setting a maximum number of solver iterations,

and can ensures the MPC finishes before the RPSA cycle concludes. The QP solver

may terminate with a non-optimal solution (either due to infeasibility or by reaching

the maximum number of iterations). In this case, the algorithm rejects the current

solution, and implements the previous cycle step durations.

Sensor dynamics and response times are other factors to consider when imple-

menting the MPC. The zirconium O2 sensor has a 2% error margin due to its flow-

dependent thermal conductivity sensing mechanism which makes offset-free control

impossible in the MOC unit. To account for the measurement error, a controller

deadband of db = ±0.5% was imposed in the MPC algorithm, and a ±1% acceptable

region is used all controller evaluation studies. Correspondingly, the composition set

point used in the MPC evaluation was set to 91%, so the entire acceptable region

remains above the required 90% O2 composition. The careful choice of the cycle ref-

erence point also helps in accurately measuring composition. χO2T only changes in

the first half of the RPSA cycle when gas is added to the tank. The time between

the end of adsorption and the end of purge give the sensor more time to respond to

the dynamics.
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The modified MPC algorithm must be solved in real-time in concert with the

continuously running RPSA cycle. This requires careful consideration and coding.

5.4.2 Synchronization of Controller Tasks

The MOC device with the embedded controller operation is summarized in Fig. 5.6.

Each of the four RPSA cycle steps are a precisely timed loop where the corresponding

valve positions and digital controller set points are sent via the RPi. The cycle step

durations for that cycle are collected from the MPC at the beginning of the cycle,

and output measurements, collected at the conclusion of the cycle, are communicated

back to the MPC for the next calculation. The precise timing of the RPSA cycle

cannot be interrupted for any reason, so it is coded as a separate process task on the

RPi, with minimal communication during a single RPSA cycle.

In parallel to the RPSA cycle, the RPi makes a control calculation via the MPC

algorithm. The previous cycle input and output data is collected, and the Kalman

filter in Eqn. 5.6 is solved for x̂(k|k). The gradient and constraint vectors in Eqn. 5.7

are updated, and the QP is solved if the deadband conditions are met. If the solver

terminates with an optimal solution, the MPC updates the cycle step durations.

Otherwise, the previous durations are used in the next cycle. A key feature of the

embedded controller is the real-time calculation of the control actions, which eliminate

the need to solve the MPC offline and estimate the solution on hardware.

Because the QP is solved in real-time, there is an inherent 1 RPSA cycle delay in

the MPC decisions which must be acknowledged. A typical MPC will implement the

first calculated control movement, u∗(k + 1|k). To account for the delay, the second

control movement, u∗(k + 2|k) is used from each MPC calculation.
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Figure 5.6: Embedded Controller Operation Flow Chart: Operating a single RPSA
cycle requires two parallel processes. The MPC calculation is shown in the left half
of the flow chart, and operating the RPSA cycle is shown in the right. These pro-
cesses are dedicated to separate processor threads on the Raspberry Pi to ensure no
interference occurs.
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5.5 Performance and Evaluation of the MOC Sys-

tem

The embedded MPC was evaluated using both set point tracking and disturbance

rejection cases. Examples of each case are described here.

5.5.1 Disturbance Rejection

As a commercial product, MOC devices use the minimum amount of hardware to

reduce manufacturing costs and the final retail price of the device. The embedded

MPC then has no ability to measure possible disturbances from flow rates, tempera-

tures or other sources, and the MPC must be able to correct for unmeasured process

disturbances. The lab-scale MOC does have the ability to manipulate some of these

variables in order to simulate possible disturbances and evaluate the MPC perfor-

mance. In the case shown in Fig. 5.7, FO2 is pulsed for approximately 40 cycles

which causes a significant decrease in both χO2T and PT . This case is shown in Fig-

ure 5.7. The pulse in FO2 causes a 13% decrease in χO2T which recovers in 150 cycles

while the device is in open-loop mode. In closed-loop mode and the MPC active,

χO2T drops by only 7% and recovers 75 cycles. The duration and magnitude of this

disturbance was reduced by 50% with the MPC active. The input signals further

validates the efficacy of the MPC. When the disturbance is most severe, the MPC

brings the inputs to their imposed limits. Once χO2T returns to the acceptable region,

the MPC adjusts the inputs back to a constant value.
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Figure 5.7: Disturbance Rejection using the Embedded MPC: The product flow rate
is pulsed from 1 to 2 SLPM for approximately 40 cycles, which causes a significant
decrease in O2 purity without the MPC (red dashed). With the MPC active, the
cycle step durations are adjusted, and the disturbance is dramatically improved (red
solid).
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5.5.2 Set Point Tracking

For the MOC device, the MPC must track a constant purity set point at 91%, but

imposing small magnitude set point changes can evaluate the responsiveness of the

MPC. Region (a) of Fig. 5.8 shows the MPC bringing χO2T into the acceptable

region in less than 50 cycles, and settling to a constant 91% after 250 cycles. In

region (b), three set point changes occur, and the MPC responds well in all cases.

When set point changes occur, the MPC significantly changes the RPSA cycle step

durations, and brings the MOC to a previously unknown operating point. Finding

these new operating points with this degree of accuracy and in this short time would

be impossible to manually without feedback control.

There is a limit to how well this MPC responds to set point changes because the

linear model becomes less accurate the further the MOC is from its design point. In

the last step change in region (b), there is a significantly longer response time before

the MOC settles into the acceptable region. As the model becomes less accurate, and

the closed-loop response deteriorates until either unacceptable offset occurs or the

response time is too long. Based on the step tests shown here, the MPC can track

set points above 87% O2. Even with the longer response time, the MPC is still able

to find the correct cycle step durations in a relatively short time.

5.6 Implementation of the M-MPC Algorithm

The M-MPC algorithm presented in Chapter 4 can also be implemented onto the

RPSA system using the Raspberry-Pi R© hardware. A similar design procedure used

in simulation will be repeated using experimental data to generate the piece-wise
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Figure 5.8: Embedded MPC Set Point Tracking Case Study: In region (a), the MPC
sucessfully tracks the 91% O2 set point by adjusting the cycle step durations. In
region (b), three set point step changes occur, and the MPC locates the correct cycle
step durations which achieve the desired O2 purity.
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Table 5.2: Summary of Operating Region Linearization Points and Boundaries

Region t̄p [s] t̄a [s] t̄bd [s] ¯tpu [s] ¯χO2,T [%] P̄T [barA] χ+ [%] χ− [%]

1 0.50 2.90 2.50 1.70 91.5 3.15 92 86

2 0.80 3.50 2.50 2.10 84.0 3.40 86 80

3 1.00 3.00 2.60 2.30 77.1 3.20 80 72

linear model. The embedded M-MPC is evaluated using set point tracking scenarios.

5.6.1 Operating Regions and Linearization Points

The desired operating space is defined according to χO2,T ∈ [73%, 92%]. This op-

erating space is broken into j = 3 operating regions defined by the baseline input

vector, ūj, the baseline output vector, ȳj, the upper region boundary, χ+
j , and the

lower region boundary, χ−j . Each ūj are very difficult to determine and must be found

manually by experimentally varying all four cycle step durations. The measured ȳj

is the CSS values of y, and each operating region is defined as a range of χO2,T in the

operating space. A linear model is generated at each linearization point, (ūj, ȳj), us-

ing sub-space identification techniques and specially designed Pseudo Random Binary

Sequence (PRBS) input signals. A summary of the operating regions and lineariza-

tion points is shown in Table 5.2. In the RPSA system, it is impossible to get very

precise χO2,T values experimentally because of the highly sensitive, coupled relation-

ship between the cycle step durations and the control variables. The main advantage

of the M-MPC is its ability to find new steady states at desired O2 purities.
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5.6.2 Comparison of Linear Identified Models

Each linear model is identified using the PRBS input/output data and the sub-space

identification algorithm n4sid [32]. The PRBS data is split into two parts. The first

2/3 of the data set is used to generate the linear model matrices (Aj, Bj, Cj, Dj),

and the remaining 1/3 is used to validate the linear model predictions. Predictions

of χO2,T are weighted more than predictions for PT because the product composition

requirement is more important. Each linear model has the form,

x̂(k + 1|k) = Ajx̂(k|k) +Bju(k|k)

ŷ(k|k) = Cjx̂(k|k) +Dju(k|k)

(5.8)

where x̂ are estimated states which are mathematical constructs and do not directly

relate to any physical system states. The number of states was kept constant for all

operating regions, and each model has Re [λ(Aj)] ≤ 1 to be stable.

A discrete Kalman observer is used in the M-MPC algorithm to estimate x̂(k|k)

when making control decisions. The observer has the form,

x̂(k + 1|k) = (Aj − LjCj)x̂(k|k − 1) + (Bj − LjDj)u(k|k) + Ljy(k|k)

x̂(k|k) = x̂(k|k − 1) +MI,j(y(k|k)− Cjx̂(k|k − 1)−Dju(k|k))

(5.9)

where Lj is found by solving the corresponding Ricatti equation, and MI,j is

used to improve the observer predictions. Each observer is also designed to have

Re [λ(Aj − LjCj)] ≤ 1 and be stable.

A single linear model is not adequate to describe the nonlinear dynamics of the
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Figure 5.9: A Comparison of Identified Models: The measured χO2,T PRBS data
from Region 2 (black) is compared to predictions using the identified models for all
three regions. Region 2 model has the best prediction quality, while models from the
neighboring regions have up to 20% error. The collection of linear models can better
predict the nonlienar RPSA system than a single linear model.

RPSA system, and each identified model is only accurate in the region for which

it was designed. A comparison between the identified models is shown in Fig. 5.9.

The PRBS data from region 2 (shown in black) is used to compare the predictions

of the identified models. The model identified for region 2 (blue) gives very accurate

predictions, but the models from adjacent regions (red and green) have very poor

predictions. Used together, the piece-wise linear model better predicts the nonlinear

RPSA dynamics than a single linear model.

5.6.3 Implemented M-MPC Algorithm

The embedded M-MPC makes online control calculations every cycle, and these ac-

tions are synchronized in parallel with the RPSA cycle operation. Computational

cost is an important factor in implementing the M-MPC quadratic program (QP) in
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Chapter 4. As written, standard convex QP solvers can be used, and the QP must

be reformulated into a standard form,

min
U

1

2
UTHjU + fj(x̂(k|k))TU

s.t. Ac,jU ≤ bc,j(x̂(k|k))

(5.10)

whereH and Ac are the hessian and constraint matrices, respectively. f is the gradient

vector and bc is the constraint vector. U is the decision variable vector. f(x̂(k|k))

and bc(x̂(k|k)) are written to highlight the effect of the Kalman observer on the QP.

The Python package CVXOPT [50] is used on the RP3 to solve Eqn. 5.10 as the

RPSA cycle operates.

During each cycle, the M-MPC algorithm determines the current operating region

via the χO2,T measurement. The local linear model, Kalman observer and MPC

parameters are updated accordingly. The Kalman observer is solved to provide an

initial condition for the MPC QP. The QP in Eqn. 5.10 is solved, and the solution

is implemented if the solution is optimal. A summary of the implemented M-MPC

algorithm is shown in Fig. 5.10. In this implementation, there is an inherent 1

RPSA cycle delay between output measurement and implementation of the control

action. To account for this, the M-MPC implements the second optimal control

action, u∗(k + 2|k) instead of the standard u∗(k + 1|k). The composition sensor is

accurate to within ±2%, so a dead band of db = 2% is implemented into the embedded

controller. The QP is solved only when the measured χO2,T is outside this dead band.
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Figure 5.10: Embedded M-MPC Algorithm Flowchart: This flow chart summarizes
the actions of the embedded controller in a single RPSA cycle. On the left, the
M-MPC collects output measurements, determines the correct model, and makes a
control decision. On the right, the embedded hardware operates the RPSA cycle by
precisely timing solenoid valves and digital controllers.
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5.6.4 Evaluation of the M-MPC

The embedded M-MPC is evaluated using several set point tracking cases across

multiple operating regions to demonstrate both the set point tracking and model

switching required by the M-MPC algorithm. Fig. 5.11 shows three set point track-

ing scenarios. Set points for χO2,T at 90%, 75% and 84% are tracked sucessfully by

M-MPC within the acceptable control region. The acceptable region of ±2% is de-

termined by the accuracy of the composition sensor. After the step change at cycle

400, the M-MPC switches models twice before the RPSA system operates in the same

region as the new set point at 75%. After the second step change at cycle 800, the

M-MPC only requires one model switch. In all cases, switching is smooth, and does

not have a negative affect the output performance. The most important function of

the M-MPC is automatically finding a u which corresponds to the desired set point

value. The set points at 90% and 75% do not correspond to the known linearization

points in Table 4.1, and u(k = 250) and u(k = 650) were found by the M-MPC. In

this manner, the M-MPC can find new operating points between 73-92% O2.

5.7 Closing Remarks

The embedded controller presented here performs two tasks for the RPSA device: op-

erate the RPSA cycle and solve the MPC to make control decisions. The Raspberry-

Pi R© was an excellent platform to implement the MPC algorithm because of its flex-

ibility and use of the Python coding language. The biggest challenge in using MPC

for the RPSA system is coordinating the cyclic operation with online control calcu-

lations. Both the MPC and M-MPC algorithms were experimentally demonstrated
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Figure 5.11: Evaluatation of the M-MPC using Set Point Tracking Scenarios: Three
set points are considered at 90%, 75%, and 84%. Each set point exists in different
operating regions of the RPSA device. In each case, the M-MPC tracks the desired
set point to within the acceptable region (red shaded areas) by finding new cycle step
durations.
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to control the RPSA device, and improve its performance when subjected to pro-

cess disturbances. This embedded controller can also be designed for future RPSA

prototypes as commercialization of the single-bed design progresses.
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Chapter 6

Steady State Optimization of MOC

Devices

6.1 Motivation

In this chapter, steady state optimization from both a modeling and experimental

point of view is discussed. Steady state optimization is widely studied in the literature,

but the studies typically use a plant model to simulate a PSA system. Each PSA

model uses different simplifying assumptions depending on the specific objective of

the study. The plant model for the single-bed RPSA device which was used in this

work has several short comings which preclude it from being used in an optimization

study, because it cannot be accurately reconciled with experimental data. Several

enhancements to the current model are proposed, as well as other additions which

could be made in the future. Model-free optimization approaches which are not seen in

the current RPSA literature have several advantages over model-based optimization.

An experimentally-based approach using online process measurements is proposed to
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aid in RPSA device optimization.

6.2 Steady State Optimization of the RPSA Cycle

In MOC optimization, there are many variables that contribute to a so-called “op-

timal” MOC device, which change depending on the specific goal such as optimal

cycle, minimal power consumption, etc. Steady state optimization searches for a CSS

condition which satisfies all MOC device requirements, and meets all performance ob-

jectives. For the MOC device, there are eight possible decision variables which may

or may not be utilized in a given objective. The possible decision variables: cycle

step durations (tp, ta, tbd, tpu), feed flow rate (Ff ), product flow rate (FO2), purge

flow rate (Fp), and adsorption pressure (Pa) are either used as variables or held con-

stant. The distinction for each presented case study is detailed later. In this steady

state optimization, the RPSA system pressure profiles in a single cycle are used to

define the minimal characteristics of the RPSA cycle. Fig. 6.1 shows CSS pressure

profiles for the inlet (Pin), outlet (Pout) and tank (PT ) in the RPSA cycle. From these

profiles, five requirements can be quantified mathematically which will be formulated

into constraints in the model-free optimization problem.

(1) At the end of the adsorption step, there must be a small pressure drop between

the product end of the column and the storage tank,

(Pout − PT )|t=tp+ta
≥ 0

(2) The feed end of the column must reach at least the adsorption pressure by the
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Figure 6.1: RPSA Pressure Profiles at CSS: The three measured system pressures in
the RPSA device: inlet (Pin), outlet (Pout) and tank (PT ) are shown at CSS. Cycle
steps are denoted by dashed lines, and optimization constraints are constructed at
the end of certain cycle steps.
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end of the adsorption step,

Pin|t=tp+ta
≥ Pa

(3) The pressure drop through the column at the end of the adsorption step should

not be too large,

0 ≤ (Pin − Pout)|t=tp+ta
≤ ε1

where ε1 is a tuning parameter.

(4) The pressure at the product end of the column must reach atmospheric pressure

at the end of the blow down step,

Pout|t=tp+ta+tbd
= Patm

(5) The tank pressure must be above a certain pressure at the end of the purge step

to ensure product and purge flow throughout the cycle,

PT |t=tcycle ≥ ε2 > Patm

where ε2 is a tuning parameter.

The performance requirements for the MOC device can also be formulated mathe-

matically as constraints,

(6) The product composition must achieve the desired requirement,

χO2,T |t=tcycle = ε3
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where ε3 is a tuning parameter.

Obviously, these requirements are specific the 4-step RPSA cycle used in this work,

but different RPSA cycle characteristics can also be formulated into constraints in a

similar manner. These decision variables and constraints can then be formulated into

an optimization problem.

6.2.1 Formulating Model-Free Optimization Problems

To maintain generality for all optimization case studies, several definitions are

used in the problem formulations. The possible decision variables, D =

[tp, ta, tbd, tpu, Ff , FO2, Fp, Pa], will be either free variables, u, that the solver can ma-

nipulate, or they can be constants, d. The variables which affect the characteristics

of the RPSA cycle are designated as outputs, y = [Pin, Pout, PT , χO2,T ]. The outputs

are an unknown function of u and d according to the nonlinear RPSA dyanmics,

y = H(u, d)

where H represents an unknown, nonlinear function. A generic optimization problem

can be expressed as,
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min
u

J(u, d, y)

s.t. y = H(u, d)

g(u, d, y) ≤ 0

q(u, d, y) = 0

umin ≤ u ≤ umax

(6.1)

where J is the objective function, g is a vector of inequality constraints, q is a vector

of equality constraints and umin, umax are bounds on the decision variables. In model-

free optimization, H is unknown, and the constraints cannot be expressed analytically

to the optimization solver. The constraints g(u, d, y) and q(u, d, y) are added to the

objective function as exact penalty functions. The objective function, J , can be

written as,

J(u, d, y) = f(u) + µ

Nineq∑
i=1

max [0, gi] +

Neq∑
i=1

|qi|


where f(u) is a known function of only the decision variables. The optimization

problem can be rewritten as,

min
u

f(u) + µ

Nineq∑
i=1

max [0, gi] +

Neq∑
i=1

|qi|


s.t. umin ≤ u ≤ umax

(6.2)

Standard, nonlinear optimization algorithms can be used to solve this type of
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problem. In this work, a Sequential Least Squares Program (SLSQP) solver from the

Python library SciPy is used.

6.2.2 Real-Time Optimization using Embedded Hardware

The embedded hardware used in the MPC implementation can be expanded and mod-

ified to perform steady state optimization on the lab-scale device. The Raspberry Pi

hardware will perform three tasks in this application: operate the RPSA cycle, collect

pressure and composition measurements, and run a nonlinear optimization solver us-

ing standard Python libraries. Additional sensors for inlet and outlet pressures allow

the Raspberry Pi to measure all the output variables necessary in Eqn. 6.2. The

chosen nonlinear solver is the Python SciPy implementation of a SLSQP algorithm.

A summary of the model-free optimization approach using the RPSA device is

shown in Fig. 6.2. The nonlinear solver evaluates a given objective function which

uses the measured outputs from the RPSA device. Each objective function evaluation

will run the RPSA cycle with the current values of the decision variables for a specified

number of cycles, N , and the required output measurements are collected every cycle.

After N cycles, objective function value is calculated and sent back to the solver.

N = 50 cycles must be chosen to allow the RPSA device to reach CSS, but not so

long as to make the function evaluations take too much time. The solver uses these

function evaluations to estimate the jacobian using a finite difference approximation,

computes a search direction and checks optimality conditions. Once the conditions

are satisfied, the solver terminates and returns the optimal solution.

Further control parameters on the optimization solver can be specified to improve

the solution quality and computation time. A maximum number of iterations prevents
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Figure 6.2: Steady State Optimization with Embedded Hardware: The nonlinear
optimization solver requires objective function evaluations, and jacobian approxima-
tions to find new search directions. The objective function evaluations use the output
measurements from the embedded hardware after running a specified number of cy-
cles (N). The solver iterates this process until optimality conditions are met, and
terminates with an optimal solution.
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the solver from long computation time. A tolerance on the objective function can

terminate the solver when the objective does not improve significantly over several

iterations. A minimum jacobian evaluation step size ensures changes in decision

variables are large enough to elicit a measurable change in the RPSA device. Bounds

on the decision variables prevent the solver from improperly operating the RPSA

device.

6.3 MOC Optimization Case Studies

The general optimization problem in Eqn. 6.2 is written to fit any specific objective

in MOC device optimization. Three cases are shown to demonstrate how different

objectives change the optimization formulation.

6.3.1 Case 1: Baseline Identification for MPC Design

In the design of the single linear model used the multivariable MPC or in the de-

sign of the piece-wise linear model for M-MPC, a known baseline or linearization

point is required before performing system identification. This was previously done

experimentally by manually manipulating the RPSA variables until a desired purity

is achieved, but in steady state optimization, this procedure can be automated. The

objective of this case study is to locate a set of cycle step duration which achieves

the desired product composition. The inputs and constants are defined as,
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u = [tp, ta, tbd, tpu]

d = [Ff , FO2, Fp, Pa]

From knowledge of the RPSA cycle performance, bounds on the total cycle time are

imposed in the optimization problem,

tcycle,min ≤ tp + ta + tbd + tpu ≤ tcycle,max

In the MPC design, a required purity of ε3 = 90% is used in the optimization problem

to locate the correct baseline, while in the M-MPC design, ε3 is changed to reflect

different composition requirements. The optimization problem is given as,

min
u

µ

Nineq∑
i=1

max [0, gi] +

Neq∑
i=1

|qi|


s.t. tcycle,min ≤ tp + ta + tbd + tpu ≤ tcycle,max

umin ≤ u ≤ umax

(6.3)

The objective in this case can be considered a “feasibility” problem, because the

objective function only includes the constraint penalty function terms. Any set of

cycle step durations which satisfies the constraints and the purity requirements is

considered optimal. A series of experimental optimization runs were performed for

this case study. The results are summarized in Table 6.1. In each run, a target O2

composition was set, and the optimization solver varied the cycle step durations until
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Table 6.1: Optimization of RPSA Cycle Timing for Various O2 Compositions

Target χO2,T t̄p [s] t̄a [s] t̄bd [s] ¯tpu [s] ¯χO2,T

90 0.50 2.34 2.44 1.14 89.51

85 0.50 2.12 2.42 0.92 84.21

80 0.60 2.37 2.43 1.17 79.57

the objective function in 6.3 was minimized. In each scenario, the solver was able to

achieve the desired purity within a ±1% error which is within the tolerance of the

composition sensor.

6.3.2 Case 2: Product Flow Rate Maximization

In this scenario, the RPSA must produce the maximum product flow rate while still

producing the required product composition. When a device is constructed, the cycle

step durations, feed flow rate and product flow rate are manually manipulated to

maximize the product flow rate. A secondary objective in this scenario is to minimize

the feed flow rate because this directly relates to the feed compressor specifications

necessary in a commercial MOC product. The decision variables and constants in

this situation can be defined as,

u = [tp, ta, tbd, tpu, Ff , FO2]

d = [Fp, Pa]

The objective function seeks to minimize the feed flow rate, maximize product

flow rate and penalize constraint violations.
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J(u, d, y) = −φ1Ff + φ2FO2 + µ

Nineq∑
i=1

max [0, gi] +

Neq∑
i=1

|qi|


where µ >> φ2 > φ1 are chosen tuning parameters to ensure the variables and

constraints are prioritized correctly. The complete optimization problem is formulated

as,

min
u

φ1Ff − φ2FO2 + µ

Nineq∑
i=1

max [0, gi] +

Neq∑
i=1

|qi|


s.t. tcycle,min ≤ tp + ta + tbd + tpu ≤ tcycle,max

umin ≤ u ≤ umax

(6.4)

This scenario cannot be experimentally demonstrated with the current hardware con-

figuration because the actual flow rate measurements cannot be read by the Raspberry

Pi. Improvements to the data acquisition circuitry could enable the Raspberry Pi to

make these measurements.

6.3.3 Case 3: Power Consumption Minimization

In this final scenario, a preliminary optimization of power consumption is considered

by relating the available decision variables to feed compressor specifications. The size,

weight and other specifications of a compressor are directly related to the discharge

pressure and flow rate requirements. These become the feed flow rate and adsorp-

tion pressure of the RPSA device. Minimizing these variables, while maintaining the
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performance requirements, enables a smaller, lighter compressor to be used in a com-

mercial MOC device. The decision variables and constants in this scenario are given

as,

u = [tp, ta, tbd, tpu, Ff , Pa]

d = [FO2, Fp]

The objective function is similar as Case 2, and the optimization problem can be

written as,

min
u

φ1Ff + φ2Pa + µ

Nineq∑
i=1

max [0, gi] +

Neq∑
i=1

|qi|


s.t. tcycle,min ≤ tp + ta + tbd + tpu ≤ tcycle,max

umin ≤ u ≤ umax

(6.5)

where µ >> φ1, φ2 are similar tuning parameters, but φ1 and φ2 may have similar

values. Similar to Case 2, this problem cannot be experimentally demonstrated due

to the same hardware limitations, and is shown only as an illustration.

6.4 Future Directions in MOC Optimization

The embedded hardware is a versatile tool for steady state optimization, and model-

free optimization is a excellent option which requires little development time. Its
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main disadvantage is a lack of prediction capability as it relies only on function eval-

uations and output measurements to gauge optimality. One possible improvement

could utilize machine-learning techniques to generate a high quality process model

using online measurements from the RPSA device. Another option is to use a de-

tailed process model such as Eqn. 2.1-2.7, but significant error occurs between this

plant model and the RPSA device. A data-reconciled detailed process model is the

ideal option to use in RPSA optimization. Detailed nonlinear process models have

a high computational cost, and would require more powerful computing resources to

solve. The Raspberry Pi R© hardware would have to be reconfigured to communicate,

possibly wirelessly, with a computing station which would run the nonlinear model

and optimization solver. The Raspberry Pi R© would operate the RPSA process while

communicating measurements to reconcile with the process model. These improve-

ments could help reduce the iterations required in a solver algorithm and provide

better optimal solutions than a model-free approach. Improvements to the nonlinear

RPSA model will reduce the model error in the current model.

6.5 Advances in RPSA Modeling for Optimization

A new three-component RPSA model improves on the model used in the MPC design,

and it could be used in future optimization studies for the RPSA device. The model

simulates a dry, synthetic air mixture of oxygen, nitrogen and argon. Argon is used

to model all inert species present in ambient air. The column mass balance equations

are expanded to include argon,
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∂ρg
∂t

=
ε̄

ε
DL

∂2ρg
∂z2
− 1

ε

∂Q

∂z
− ρb

ε

∑
iε{O2,N2}

∂ni
∂t

∂(χN2ρg)

∂t
=
ε̄

ε
DL

∂2(χN2ρg)

∂z2
− 1

ε

∂(χN2Q)

∂z
− ρb

ε

∂nN2

∂t
∂(χArρg)

∂t
=
ε̄

ε
DL

∂2(χArρg)

∂z2
− 1

ε

∂(χArQ)

∂z
− ρb

ε

∂nAr
∂t

1 = χN2 + χO2 + χAr

(6.6)

The mass transfer between the gas and solid phases using Langmuir Isotherms is also

expanded to include argon,

∂nN2

∂t
= kN2(n∞N2 − nN2)

∂nO2

∂t
= kO2(n∞O2 − nO2)

∂nAr
∂t

= kAr(n
∞
Ar − nAr)

(6.7)

The gas and solid phase energy balance are similar, and include heat effects from

all components as before. Momentum balances and pressure drop are calculated as

before. The storage tank component balances are expanded to correspond to the

boundary conditions for the column component balances.

d(χN2,TPT )

dt
=

F

VT
((χN2P )|z=L,t − χN2,TPT )− FP

VT
χN2,T (PT − Patm)

d(χAr,TPT )

dt
=

F

VT
((χArP )|z=L,t − χAr,TPT )− FP

VT
χAr,T (PT − Patm)

1 = χN2,T + χO2,T + χAr,T

(6.8)
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The addition of three equations increases the computational cost of the model, and

so far has led to many numerical instabilities. The advantage to this latest model

is the ability to capture the theoretical limit of 95% O2 product composition, which

becomes more important in steady state optimization than it was in MPC design.

Although this is the most detailed model for RPSA systems to date, the model

still has several limitations which could be improved for use in any RPSA device opti-

mization. The most significant shortcomings of this latest model can be summarized

by these points.

(1) Water contamination of the adsorber material remains an unmodeled phenom-

ena. Modeling water contamination can lead to improved prediction of the zeo-

lite (and device) lifespan and a precise mass of zeolite material. Modeling water

is challenging for several reasons. Including another gas species will increase

the number of equations, and exacerbate the numerical instabilities which are

already present. Water contamination also occurs at a much slower rate, and

bed contamination could take months worth of RPSA cycles. An alternative to

modeling water in the RPSA system is to model a desiccant layer in addition

to the zeolite adsorber column, which could reduce the computational costs of

this issue.

(2) The back pressure regulator is an important component of the lab-scale RPSA

device because it adds resistance through the adsorber column, and improves

the overall device performance. Modeling the regulator is difficult because its

dynamics depend on the column and tank pressure solved for in the model.

One potential modeling strategy is to define the end of the pressurization step

as the point where the column pressure reaches the adsorption pressure. This
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is problematic because now the model has an implicit problem not compatible

with standard PDE solvers.

(3) A commercial RPSA device relies entirely on a compressor for feed gas supply,

and the dynamics of the discharge pressure and flow rate has an enormous

effect on the RPSA device performance. Modeling the compressor gives a more

accurate portrayal of a commercial device, and could also be used to determine

an optimal compressor specifications for a future device manufacturer.

Using a detailed nonlinear model in steady state optimization has the best chance

of reliable, high-quality solutions to RPSA device designs, but this model must be

validated with experimental measurements. Even this latest process model is not able

to accurately predict the dynamics of the lab-scale RPSA unit. Until the model is

validated, a model-free optimization strategy is the best option.

6.6 Closing Remarks

The model-free optimization approach shown here is an excellent option for the RPSA

system because detailed plant models are difficult to accurately reconcile with exper-

imental data. The optimization scenarios shown here can be modified or extended to

meet a wide variety of objectives, but the model-free approach is not without limita-

tions. Without a mathematical model, the optimization solver will most likely have

difficulty with very complex objective functions and too many decision variables. The

eventual goal should be to use a nonlinear optimization solver with a detailed plant

model in a ”data-reconciled optimization formulation” where the model is compared
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to measured variables as the optimization problem is solved. This is a complex, diffi-

cult problem, and will take further development to solve. Improving the plant model

in the ways explained here is a good start to reconciling the model with actual RPSA

performance.
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Chapter 7

Conclusions and Future Directions

7.1 Model Predictive Control for the RPSA Sys-

tem

PSA technology is a common industrial and commercial technology which is widely

studied in the current literature. However, almost all studies focus on the modeling

of PSA systems for steady state optimization, and dynamic modeling and control is

almost nonexistent in the literature. These systems are complex, nonlinear, cyclic

processes subject to flow reversals, discrete valve switching and adsorption effects

which need some form of feedback control for reliable operation. The multivariable

control strategy presented in this work builds on the current state of the art, and

presents a new approach to RPSA control using MPC. Independently manipulating

the cycle step durations is the key feature of the MPC strategy because the controller

can better utilize the coupled relationships between the step durations and control

variables. MPC was shown both in simulation and on a lab-scale unit to improve the
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RPSA performance by rejecting process disturbance and tracking various set points.

Dynamic modeling was used in this work to build and evaluate a MPC design

strategy which was first used in simulation using a detail process model, and then re-

peated experimentally. Each component of this design strategy was chosen to produce

a high-quality MPC which can be implemented as an embedded controller for a com-

mercial product. Sub-space identification is a excellent tool to generate reduced order

models for use in MPC, and model identification using PRBS-type signals was suc-

cessful both in simulation and experimentally. The main disadvantage to the design

strategy is the linear approximation at an operating point for model identification,

but the alternative, nonlinear MPC, would prohibit its use in a commercial device.

More detailed modeling, either linear or nonlinear, could improve the MPC perfor-

mance in theory, but as the model complexity increases, so does the computational

cost. The piece-wise linear modeling approach took advantage of improved model

prediction ability while still maintaining low computational cost. This approach al-

lowed a complex system such as the RPSA device to be controlled by a relatively

simple feedback controller.

This work also gives a systems-level perspective on RPSA design and operation

which is not well represented in the current literature. Integrating a feedback con-

troller into the RPSA system creates a closed-loop system which could behave differ-

ently than in open-loop, and could improve the overall RPSA device performance, but

long-term studies are required to confirm this. Steady state optimization of the RPSA

remains an attractive goal, and the work presented here presents a new approach in

utilizing embedded hardware and process measurements to optimize a RPSA process.
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Model-free optimization approaches are advantageous because they do not rely on po-

tentially flawed process models, but fully integrating both nonlinear process models

and embedded hardware should be the eventual goal because it would be a valuable

contribution to the PSA industry.

7.2 Future Directions

Different modeling approaches could improve the MPC presented here. A fully non-

linear MPC using the detailed plant model could be developed which would provide

superior feedback control for the RPSA system, but the nonlinear MPC would not

be implementable in a commercial MOC device. If the control strategy is adapted for

multi-bed PSA systems, the nonlinear MPC could be used in larger, industrial scale

systems where more powerful computing resources are available. If a linear MPC

formulation is desired, alternative methods for model reduction could be explored

which give a more detailed linear model, perhaps integrating disturbance effects into

control decisions. In any modeling decision, there is a trade-off between complexity

and computational cost which must be considered before designing a MPC. Stability

of the plant model, and then the entire closed-loop system, remains an open question,

and a rigorous proof will require significant future work.

Steady state optimization using a combination of embedded hardware and process

modeling should be a priority for future work. In both RPSA device design and

generating a MPC, finding operating baseline points requires many experiments where

the design variables are manually adjusted. Optimization can greatly reduce the

number of experimental runs and aid designers in finding superior optimal operating

points. A data-reconciled process model will best predict the RPSA response to
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changes in design variables, and help to reach optimums faster.

The single-bed design is currently undergoing development for future commercial

manufacture of a new MOC device, and using the MPC can differentiate this new de-

vice in an already crowded market. Adding composition measurements and feedback

control will provide more transparency to the end user of the device, and provide

more concrete indications of when the device is performing properly, or when mainte-

nance is required. By continuously monitoring the product composition and making

adjustments to the cycle step durations, the MPC could extend the lifetime of the

adsorber column as water contaminates the zeolite. The extent to which the MPC

improves lifetime has yet to be quantified. The eventual success or failure of the MPC

for a commercial product depends on the economics of including composition sensors

and hardware to solve the MPC optimization problem. In this work, the MPC was

shown to improve the closed-loop performance of the RPSA device, and was able to

achieve all the desired objectives.
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