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Abstract

In this thesis, a potential model for simulating titanium oxides (titanates) is studied. Titanium oxides are of importance for their photo-voltaic properties and their ability to be synthesized into nanostructures, such as nanoparticles and nanofibers; the ability to synthesize titanates into such nanostructures can benefit their performance in photovoltaic applications. Thus, the construction of a foundation for future simulation work using a charge transfer enabled potential is of importance. The goal here is to understand if an existing potential model can be applied to any given form of titanium oxide or if there are portions of the potential that lack the ability to simulate specific items that are required to move forward with the simulation of zero dimensional (particles), one dimensional (wires and tubes) and two dimensional (sheets) titanate nanostructures.
Chapter 1

Introduction

1.1 Research Opportunity

As the current technology revolution continues, there is a need to prepare to step away from unsustainable power generation techniques and to grow in the fields of energy generation and storage from renewable and sustainable energies[1]. To accomplish this, new materials and processes must be researched and developed to sustain the growth of the technology[2].

One such class of materials that has been developed due to this recent technological push is one-dimensional (1D) materials[3]. 1D materials are important as they have unique mechanical, electrical, thermal, optical and chemical characteristics. There are several materials that can be made into nanostructures, such as carbon (nanotubes and graphene sheets)[4][5][6], gold (and other metals)[7][8][9], and important semiconductors like gallium nitride[10]. Other materials that are currently being researched are titanium oxides ($\text{TiO}_2$), titanates[11].

Titanates are important as they have well known photo-voltaic and semiconducting properties, and are currently used in dye-sensitized solar cells in a nanoparticle form; however experimental data show that that nanofiber form of titanates have improved photo-voltaic efficiency[12]. Furthermore, current research has reviewed
methods of synthesis and some of the unique properties of the titanate material in a 1D form but have provided little in way of the fundamental knowledge of the relationships between how the material is processed, the structure it undertakes, and the properties that this structure provides.

1.2 Thesis Objectives

The goals of this thesis are focused around the study of a potential atomic model of titanate materials:

- One goal is to evaluate the application of an existing core-shell material interaction model suitable for use in molecular dynamics simulations to the simulation of titanate interactions with lithium.

- A second goal is to apply the core-shell type potential to simulate a titanium nanofiber and evaluate the efficiency of this model for future studies of titanate nanostructures.

As mentioned in the previous section, there have been other investigations using molecular dynamics into titanates and their interactions with other charged, such as lithium ions (Li\(^{+}\)). These studies are of recent publication and still require vetting with respect to the transferability of the model to studying general titanate nanostructures. The first objective of this thesis is to evaluate the model to be used, a modification of the Matsui-Akaogi method of simulating titanium oxides, in which a core-shell model has been adapted to better represent the charge modeling (i.e. polarizability) in a titanate structure.

The second objective is to apply the model to the simulation of a crystalline nanofiber. The focus of this study is to evaluate the suitability of an existing model when applied to nanostructure. Furthermore, it is a related goal of this study to see how the model behaves with free-surfaces in two dimensions and whether such
simulated geometries remain stable.

1.3 Thesis Structure

This thesis will be presented in the following manner. Chapter 2 will discuss the background information relevant to the research conducted, including the structure of titanates, methods for building a model of a structure for computational simulation, and computational methods for simulating the structure. The computational methods for simulation will introduce the concepts of molecular dynamics and the workings of the computational potentials (i.e. the material interatomic models) chosen for the thesis. Chapter 3 will focus on the model when applied to the simulation of a nanostructure to confirm whether the potential chosen is a good candidate to support future research in this area. This chapter will discuss the development of the simulation experiments using the molecular dynamics code LAMMPS and discuss the simulation results. Chapter 4 will present a road map for the future research recommended to follow efforts described in this thesis.
Chapter 2

Background

2.1 Titanates

Titanates are materials built from titanium (Ti) and oxygen (O), often in the chemical stoichiometry TiO$_2$. These materials can be found both in nature, such as shown in Figure 2.1 and manufactured in labs; they typically manifest in one of three crystalline forms; rutile, anatase, and brookite. Each of these forms are built of three titanium atoms coordinating with an oxygen atom and six oxygen atoms coordinating with a titanium atom. However, the way in which the atoms are oriented are distorted between the three forms gradually going from rutile to brookite[13].

There are several processes in which these structures can be formed in a laboratory setting. The sol-gel method[14][15], is a common method in which to make ceramics, in which an amount of the material to be synthesized is dispersed in a liquid gel solution. This gel is then cast into a mold of a desired shape to avoid the gel adhering to the mold. Once in the mold, the solution begins to gel; this is the point at which fibers can be pulled or spun. Once the solution goes through three more steps of aging, drying, dehydration, and densification at high temperature, the fibers are prepared. Another hydro-gel synthesis process,
patented by Lehigh’s Dr. Animesh Kundu, raises a solution of the desired material to an elevated temperature, combined with rapid stirring in a sealed environment; this produces the desired nanofibers described in the preceding chapter[16].

It is worth mentioning however that current applications of titanium oxides are mostly limited to rutile and anatase as these are the more common phase to be synthesized. The remainder of this thesis will then focus on these two titanate phases.
2.1.1 Rutile

Rutile is the most stable form of a titanate, having the least distorted of the bonds between titanium and oxygen. Its crystalline structure is considered tetragonal and belongs to the space group $D_{4h}^{14} - P4_2/mnm$. Figure 2.2 shows an atomic model of the rutile crystal structure, which was then used to derive the unit cell in Figure 2.3. The equilibrium in-plane lattice constant is $a = b = 4.584 \, \text{Å}$ and the out-of-plane is $c = 2.953 \, \text{Å}[18]$. The basis vectors for the atoms are tabulated in Table 2.1.
Figure 2.3: An atomic model of the crystalline rutile phase unit cell[19]

Table 2.1: List of basis atom positions in the rutile phase unit cell

<table>
<thead>
<tr>
<th>Atom</th>
<th>a</th>
<th>b</th>
<th>c</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Ti_1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$Ti_2$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$O_1$</td>
<td>0.3048</td>
<td>0.3048</td>
<td>0</td>
</tr>
<tr>
<td>$O_2$</td>
<td>0.6952</td>
<td>0.6952</td>
<td>0</td>
</tr>
<tr>
<td>$O_3$</td>
<td>0.8048</td>
<td>0.1952</td>
<td>0.5</td>
</tr>
<tr>
<td>$O_4$</td>
<td>0.1952</td>
<td>0.8048</td>
<td>0.5</td>
</tr>
</tbody>
</table>

2.1.2 Anatase

Anatase is the second most common formation of titanium dioxide in nature. Its crystalline structure is similar to that of rutile; however it is slightly distorted comparatively. It is still considered a tetragonal crystal but belongs to the space group $D_{4h}^{19} - I4_1/amd$. Figure 2.4 shows shows an atomic model of the anatase crystal structure, which like the rutile crystal, was then used to derive the unit cell in Figure 2.5. The equilibrium in-plane lattice constant is $a = b = 3.733 \text{ Å}$ and its out-of-plane is $c = 9.370 \text{ Å}[18]$. The basis vectors for the atoms are tabulated in Table 2.2.
Figure 2.4: An atomic model of the crystalline anatase phase of TiO$_2$[19]

Figure 2.5: An atomic model of the crystalline anatase phase unit cell[19]
Table 2.2: List of basis atom positions in the anatase phase unit cell

<table>
<thead>
<tr>
<th>Atom</th>
<th>a</th>
<th>b</th>
<th>c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti₁</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ti₂</td>
<td>0</td>
<td>0.5</td>
<td>0.25</td>
</tr>
<tr>
<td>Ti₃</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Ti₄</td>
<td>0.5</td>
<td>0</td>
<td>0.75</td>
</tr>
<tr>
<td>O₁</td>
<td>0</td>
<td>0</td>
<td>0.2077</td>
</tr>
<tr>
<td>O₂</td>
<td>0</td>
<td>0.5</td>
<td>0.0423</td>
</tr>
<tr>
<td>O₃</td>
<td>0.5</td>
<td>0.5</td>
<td>0.2923</td>
</tr>
<tr>
<td>O₄</td>
<td>0</td>
<td>0.5</td>
<td>0.4577</td>
</tr>
<tr>
<td>O₅</td>
<td>0.5</td>
<td>0</td>
<td>0.5423</td>
</tr>
<tr>
<td>O₆</td>
<td>0.5</td>
<td>0.5</td>
<td>0.7077</td>
</tr>
<tr>
<td>O₇</td>
<td>0.5</td>
<td>0</td>
<td>0.9577</td>
</tr>
<tr>
<td>O₈</td>
<td>0</td>
<td>0</td>
<td>0.7923</td>
</tr>
</tbody>
</table>

2.2 Molecular Dynamics

Molecular dynamics (MD) is the application of statistical mechanics and computer simulation techniques to explore the behavior of atoms and molecules[20]. These simulations can be used in a way similar to physical experimentation, and can be used to study the phenomena occurring at the atomic scale of macro-world problems. To achieve the accuracy required for these simulations to represent the probable outcomes of the physical experiments or processes they are run with small time step increments, in order of pico- to femto- second. This makes MD valuable to link the gap between the expected microscopic behaviors and macroscopic experiments, as shown in Figure 2.6. It also makes MD unsuitable for continuum (macro) scale simulations.

The process in which these simulations are conducted is similar to that of physical experiments. Initially a model must be built to run the simulation
Figure 2.6: Modeling techniques in relation to length and time scales addressed[21] of. These models can range from a few hundred particles to a couple of billion, depending on what kind of processing power is available to the research scientist[22]. Once a model is constructed, validation of the model is necessary. This often includes running a simulation of the model and checking results against pre-determined values of the properties of the material. An example of this is running a simulation and observing what the average lattice constant of a crystalline material is reported to be at temperature $T=300$ K, this should match up to the known value for the material being simulated. After such validation, the production runs are essentially a set of numerical experiments can be conducted using different calculations on the model to simulate different conditions. However as mentioned previously, due to the limited computing power available to run these simulations, only small pieces of a given problem can be simulated. This gives researchers small bits related to valuable information of a much bigger picture to analyze[23].

For the work in thesis, MD is an appropriate tool to understand the behaviors of the model and how it compares to the real world observed behaviors of the material in a one dimensional and two dimensional form, as nano-fibers of titanium oxides
tend to be in the nanometer scale in diameter. MD will allow the size effects of the interactions between the coulombic charges of the titanium and oxygen ions to be analyzed, as well as any free-surface boundary reconstructions due to the effects of the size or strain imparted by the nano-geometry.

Molecular dynamics is based on the idea that particles, for instance atoms, within a distance of each other will interact and exert a force on each other. In the simplest examples of so-called pair potentials these forces are determined by the distance of separation between two atoms, \( r \); this separation determines the potential energy through the inter-atomic potential model of the system \( U \) which is then related to force using the following equation\[^{24}\]:

\[
F(r) = -\frac{\partial U(r)}{\partial r} \tag{2.1}
\]

This equation is applied to all sets of particles within a cutoff range. Therefore, one must be careful as to which pair potential is used in a given simulation as the requirements of a given simulation may not match just any given potential. Common pair potentials are the Lennard-Jones potential\[^{25}\], Buckingham potential\[^{26}\], and the Coulombic potential. It is not uncommon to see a combination of potentials to be used as well within a model, as interactions between different type of particles may warrant the use of different potentials.

### 2.3 Matsui-Akaogi Potential

As mentioned above, the potential used in the model is imperative to success of any MD simulation. Therefore, for this thesis, the chosen potential was an improvement upon an initial simpler potential, the Matsui-Akaogi (MA) potential for titanium oxide polymorphs\[^{27}\]. Therefore, to gain a better understanding of the groundwork of the potential used in this thesis it is important to discuss the MA potential first.
The MA potential combines several individual potentials to generate it’s pairwise potential for titanates. It uses a coulombic, dispersion, and a repulsion term with constants that have had quantum corrections applied during optimization of the potential. The potential takes the form:

\[ V_{ij} = q_i q_j r_{ij}^{-1} - C_i C_j r_{ij}^{-6} + f(B_i + B_j) \times \exp[(A_i + A_j - r_{ij})/(B_i + B_j)] \]  

In this form, \( r_{ij} \) is the interatomic distance of two atoms, \( q_i \) is effective charge, \( A_i \) is the repulsive radius, \( B_i \) is the softness parameter, and \( C_i \) is the van der Waals coefficient, all for an atom \( i \). The quantity \( f \) is a set constant of 4.184 kJ Å mol\(^{-1}\). The effective charge of \( q_O \) is equivalent to the \(-q_{Ti}/2\). The \( C_O \) is taken to be 2916 Å\(^6\) kJ/mol. Along with the remaining parameters defined per atom as shown in Table 2.3. Using these parameters the MA potential proved to be aligned with the observed experimental data of the titanates studied with minor quantum correction, within 2\% for simulated runs at 300K and 0 GPa.

### Table 2.3: Energy parameters as defined by MA potential

<table>
<thead>
<tr>
<th>Atom</th>
<th>( q(e) )</th>
<th>( A(\text{Å}) )</th>
<th>( B(\text{Å}) )</th>
<th>( C(\text{Å}^6 \text{kJ}^{0.5} \text{mol}^{-0.5}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Ti )</td>
<td>+2.196</td>
<td>1.1823</td>
<td>0.077</td>
<td>22.5</td>
</tr>
<tr>
<td>( O )</td>
<td>-1.098</td>
<td>1.6339</td>
<td>0.117</td>
<td>54.0</td>
</tr>
</tbody>
</table>

With the core-shell extension, it was necessary to advance the potential proposed by Mastsui and Akagoi. The reasoning behind this decision was that the MA model was developed for a rigid ion structure, this meant that the results of the pure MA potential would overestimate energies of any reorganization within the simulation model. Put differently, important relaxations of TiO\(_2\) polymorphs are stabilized by polarizability of the material.
Briefly, polarizability refers to the ability of the plus minus charges of the oxygen atom nucleus and electron valance shell, respectively, to exhibit spatial anisotropy, resulting in local dipoles. Therefore, Kerisit et al.[28] developed a model that modified the MA potential to include polarizability effects and thereby better simulate this type of charge behavior. Therefore, this potential uses an additional potential term in which the oxygen atoms are simulated using a core and shell method. The core-shell method breaks an atom down into two parts: the nucleus and the electron cloud, where the cloud is the shell. To do this the potential energy term added is that of a harmonic spring of the following form:

$$U_{c-s} = k \cdot r_{c-s}^2$$  \hspace{1cm} (2.3)

To coincide with the changes in the potential the values in Table 2.4 were used for the core and shell charges. For the Buckingham portion of the MA potential that remained after altering the coulombic term with the core-shell, the values in Table 2.5 were used.

<table>
<thead>
<tr>
<th>Atom</th>
<th>core(e)</th>
<th>shell(e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti</td>
<td>2.196</td>
<td>-</td>
</tr>
<tr>
<td>O</td>
<td>0.500</td>
<td>-1.598</td>
</tr>
</tbody>
</table>

Table 2.5: Buckingham Potential Parameters

<table>
<thead>
<tr>
<th>Ion pair ((ij))</th>
<th>(A_{ij}) (eV)</th>
<th>(\rho_{ij}) (Å)</th>
<th>(C_{ij}) (eVÅ(^6))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Ti - Ti)</td>
<td>31120.528</td>
<td>0.154</td>
<td>5.25</td>
</tr>
<tr>
<td>(Ti - O)</td>
<td>16957.710</td>
<td>0.194</td>
<td>12.59</td>
</tr>
<tr>
<td>(O - O)</td>
<td>11782.884</td>
<td>0.234</td>
<td>30.22</td>
</tr>
</tbody>
</table>
Chapter 3

Simulations and Discussion

3.1 Validating the Model

By using the software package LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator)[29], maintained by Sandia National Laboratories, MD simulations of titanate bulks and nanofibers can be run. However, building the simulation model and experiment must be carefully done as to avoid any simulation failures.

3.1.1 Building a Titanate Bulk

The first step in preparing a model for any kind of production simulation is to prepare a bulk simulation. This is intended to simulate a continuous infinite block of the material. Using this bulk will act like the control experiment for comparison with any future experiments using this material’s model; it provides a ground state for the sample. The procedures for creating a bulk of rutile compared to anatase are similar and therefore only need to be described in a more general sense of creating a titanate bulk. For tetragonal crystals, this is a straightforward geometrical process; however, it causes the number of atoms in the unit cell to increase.

The initial step taken was to determine an orthogonal unit cell for the material.
This procedure was done as described in Section 2.1, by taking the known crystallographic structure and manipulating it such that an orthogonal cell could be drawn from it. Following the derivation of the position vectors of the atoms in an orthogonal cell, a single scaled unit cell was generated by multiplying the atoms’ basis vector with the proper lattice constants. This unit cell was then replicated along the crystal’s $a$, $b$, and $c$ axis, to produce a functional simulation cell. The necessity to expand the bulk is based on the need to create enough space relative to the interatomic potential’s cutoffs to ensure that no atom interacts with any duplicate atom. Briefly, the infinite bulk is modeled with a finite crystal in a simulation cell that has periodic boundary conditions. This means, e.g., the upper edge of the simulation box in any of the three dimensions, interact through the upper bound with the atoms at the lower edge of the simulation cell in the given dimension. No atom can be permitted to interact with any in both directions along an dimension. Therefore, the minimum cell size is typically twice the longest interatomic cutoff distance. To confirm that the simulation cell is created properly a density profile of the atom’s position such as Figure 3.1 and Figure 3.2 is generated to confirm that the cell is both large enough and that stoichiometry is maintained. Appendix A contains the generalized simulation bulk generated used for the purposes of this thesis.
Figure 3.1: Density profile of anatase bulk along the X (a lattice) axis direction. This sample was about 20 Å on edge.

Figure 3.2: Density profile of anatase bulk along the Z (c lattice) axis direction. This sample was about 20 Å on edge.
3.1.2 Minimizing the Bulk Energy

After generating a proper bulk simulation cell, an energy minimization was performed on it. The reasoning behind this is that the newly generated cell has all its atoms position in the perfect crystalline location. This generates an energy imbalance as even at near 0K there are minor atomistic vibrations. To minimize the energy, a constant temperature and constant pressure simulation is run. To further drive that this simulation is a continuum of the desired material, the simulation cell is designated to have periodic boundary conditions on all three dimensions. This potential was generated with lattice constants at 300K, therefore, the energy minimization run in this system was run at the same temperature, the system was also held constant at 0 GPa. Figure 3.3 shows the before and after structures of a minimized anatase bulk.

This is a deviation on normal procedure as usually this is done by trying to drive the system’s temperature to 0K. The reason behind this deviation is that due to the imparted core-shell particles in the simulation cell, without taking the energy data of the center of mass of the core-shell pair, the temperature in the system would not settle down to 0, instead the core-shell pairs would reside in another temperature even though the thermostat would claim the system has
reached the desired temperature. For the scope of this thesis, it was determined that to reduce the complexities of this process, it would be left for a future researcher to attempt the more complex routine to additionally confirm the validity of this model.

Running this simulation also confirms that the potential is a valid potential for this model. This is done by drawing comparisons to the observed lattice constants versus those derived from the simulation run, these comparisons can be seen in Table 3.1. The presented numbers from the simulation are satisfactory in comparison with the observed data for this material and therefore confirms that this bulk can be used to produce other experiments.

Table 3.1: Lattice values for titanate bulk structures

(a) Lattice comparison for Rutile

<table>
<thead>
<tr>
<th>Direction</th>
<th>Expected</th>
<th>Calc</th>
</tr>
</thead>
<tbody>
<tr>
<td>a-axis</td>
<td>4.594 Å</td>
<td>4.505 Å</td>
</tr>
<tr>
<td>c-axis</td>
<td>2.959 Å</td>
<td>3.016 Å</td>
</tr>
</tbody>
</table>

(b) Lattice comparison for Anatase

<table>
<thead>
<tr>
<th>Direction</th>
<th>Expected</th>
<th>Calc</th>
</tr>
</thead>
<tbody>
<tr>
<td>a-axis</td>
<td>3.776 Å</td>
<td>3.782 Å</td>
</tr>
<tr>
<td>c-axis</td>
<td>9.486 Å</td>
<td>9.570 Å</td>
</tr>
</tbody>
</table>

Following standard minimization preparing a slab to perform surface calculations requires another look at the density profile, it can be observed that to create a free surface slab that is oxygen terminated the final oxygen layer can be transferred to the bottom of the current bulk. This combined with the removal of periodic boundary conditions create a simulated infinite slab of the structure. Observing the density profile along the X (a) axis in Figure 3.1, a similar slab can be created by just removing periodicity as the layer receptions are equal.

As this process of moving the layers of oxygen is done after an initial bulk
Figure 3.4: Density profile of anatase bulk along the X (a lattice) axis direction after minimization and shift. This sample was about 20 Å on edge. 

minimization the atoms are no longer in their perfect position, therefore the profiles are not as sharp as those in the previously discussed figures, and after the transfer of the layers is completed by using a custom code the density profiles of the newly created slab samples are represented by Figure 3.4 and Figure 3.5.
Figure 3.5: Density profile of anatase bulk along the Z (c lattice) axis direction after minimization and shift. This sample was about 20 Å on edge.

3.1.3 Simulating for Size Effects

Due to the long distance effect of the charges placed on the atoms in this simulation, one must be cautious to determine if there are interactions due to the sizing of the system. One way to determine if there is such a presence is to observe what the free surface energies of a simulated slab of material are and if they alter if the system gets larger or smaller. For this thesis, three slabs of anatase were used to observed the sizing effects: a 2 nm thick slab, a 4 nm thick slab, a 6 nm thick slab. These slabs were created following the procedure outlined in the previous subsection. Following the correct shifts in layers as seen by the density profiles, a slab simulation can be run using a canonical thermostat. These simulations allow the atoms to relax further and sometimes have free-surface reconstruct, although the latter is not the case here.

As seen by Figure 3.9 in the density profile or Figure 3.7 in the simulation
Figure 3.6: Anatase slab with periodicity removed in the X (a lattice) axis direction before and after relaxation. This sample was about 20 Å on edge.

Figure 3.7: Anatase slab with periodicity removed in the Z (c lattice) axis direction before and after relaxation. This sample was about 20 Å on edge.
Figure 3.8: Density profile of anatase bulk along the X (a lattice) axis direction after relaxation. This sample was about 20 Å on edge.

before and after, if the free surface normal to the c-axis is run with the proper layering of the crystal, the oxygen atoms seem to relax a small amount more but there is no significant change in structure. However, as seen by Figure 3.9 or Figure 3.6 in the simulation, if the free surface is normal to the a-axis, the oxygen atoms relax away from remaining in the same plane as the titanium atoms. This is a well observed phenomena in metallic oxide systems, and has been documented by S.Blonski and S.H.Garofalini [30].

Using the total energy of the bulk compared to that of the slab and slab’s surface area, A, the surface energy can be calculated using the following formula:

\[
E_{\text{surface}} = \frac{E_{\text{slab}} - E_{\text{bulk}}}{2(L_xL_y)}
\]  

(3.1)

Table 3.2 tabulates the data observed from these simulations, which concluded in that there are noticeable size effects with this model within this small length
Figure 3.9: Density profile of anatase bulk along the Z (c lattice) axis direction after relaxation. This sample was about 20 Å on edge.

Table 3.2: Surface Energies of Slab versus Slab Size

<table>
<thead>
<tr>
<th>Size</th>
<th>c-axis Energy (eV/Å²)</th>
<th>a-axis Energy (eV/Å²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20Å</td>
<td>0.9700</td>
<td>0.1063</td>
</tr>
<tr>
<td>40Å</td>
<td>0.0887</td>
<td>0.1010</td>
</tr>
<tr>
<td>60Å</td>
<td>0.0812</td>
<td>0.0976</td>
</tr>
</tbody>
</table>
3.2 Nanowire Simulation

Using the starting point of a slab that has not been relaxed similar to the one from Section 3.1.3, a nanowire can be formed by removing the periodicity in a second direction. In this thesis, periodicity was removed by expanding the bounding box to be greater than the size of the lattice being simulated in the $c$ and $b$ lattice axis directions (X and Y) while maintaining periodicity in the $a$ lattice axis direction (X), therefore creating two free surfaces. This was done to the slab of 6 nm thickness to create a wire that had a 6 nm by 6 nm square cross section of "infinite" length (due to periodic boundary conditions; the actual extent of the system along X is about 6 nm. Figure 3.10 shows the bounding box with the simulated wire section before running the minimization. Figure 3.11 then shows the final temp step result of the minimization.

At first glance, the final time-step is a far deviation from the initial time-step. However, it is imperative to remember what methods were applied to create this
The method in which periodicity was thought to be removed was by making the bounding box larger as to mitigate any long-range effects the model’s potential would have. This method, however, would really create a virtual array of nanowire, such as Figure 3.13. This array would then be constructed from several copies of one parent nanowire as it was simulated. Therefore, when running a simulation of this nanowire, initially, it is witnessed to have the oxygen in the layers of oxygen and titanium shift slightly towards the surface as predicted by slab simulation in the previous section. This makes it so that all of the outer surfaces of the each individual nanowire is a layer of oxygen, which carries a negative charge atomic charge. Since all the nanowires in this array are from the same parent nanowire, all of the nanowires now also have negative oxygen atoms at their surfaces, therefore, if the wires are in close enough proximity to each other the negative side would repel like magnets and attempt to find a state of lowest energy. In the case of this simulation, the nanowire array
preceded to interact as such and therefore cause each wire to rotate from their starting configuration to a configuration where the closest points between each nanowire was the corner point of each structure minimizing the force at which these wire are repealing each other. Furthermore, there is the implication of how this could affect the overall energy of the system as there exist long range interactions. Shown in Figure 3.12, the potential energy of the system is steady around the full time average of the potential energy until just before timestep 8500, or 8.5ps. At this point the system becomes unsettled and rotates to the new position and begins to settle down again around timestep 140000, 14 ps. The system returns to be stable with energy fluctuating around the time average potential energy for the remaining 6 ps of the simulation. In this case, this process has contributed a small amount of energy but even at this scale can be said was of negligible effect to the results as the energy of the system was only effected by .009% of the total potential energy prior to rotation compared to that of the total potential energy post-rotation. That such a small energy difference drives the significant rotation observed seems curious but it is also of note that the slave has zero resistance to rotation about that axis.

Due to the interaction the long-range terms of the other virtual nanowires it is not safe to assume that this nanowire is isolated and can have proprieties derived as such. Any properties that were to be derived from this simulation would be a set of properties generated for an array of wires and not a singular wire. As such, there can be a study of the calculated formation energies of this nanowire array based off the final energy of this system, the energy of the bulk, and the number of stoichiometric units using the following equation:

\[ E_{\text{formation}} = \frac{E_{\text{nanowires}} - E_{\text{bulk}}}{N} \]  

(3.2)

Where \( E_{\text{formation}} \) is the formation energy of a nanowire array, \( E_{\text{nanowire}} \) is the
Figure 3.12: Potential energy of nanowire simulation with respect to time.

Figure 3.13: Image of simulated anatase nanowire array at the initial simulation timestep. Only the center set of atoms were simulated (inside bounding box), all others are a representation of the nanowires surrounding the center.
Figure 3.14: Image of simulated anatase nanowire array at the final simulation timestep. Only the center set of atoms were simulated (inside bounding box), all others are a representation of the nanowires surrounding the center.
final potential energy of the nanowire, $E_{slab}$ is the final potential energy of the “infinite” bulk, and $N$ is the number of stoichiometric units. Thus, it is calculated that the enthalpy of formation of these nanowires relative to a TiO$_2$ bulk is 19.958 kJ/mol (4.77 kcal/mol) in this simulation. Comparing this result relative with the known standard enthalpy of formation for a titanium oxide bulk solid of 945 kJ/mol, this energy is reasonable as there would be an energy cost compared to the formation of the bulk to form the two free-surface directions present in the titanate nanowire.
Chapter 4

Future Work

The scope of this thesis was limited in the realm of establishing the foundation for future research to be conducted by a doctoral candidate. Thus, this thesis accomplished the following goals:

- Validated the usage of the potential model set forth by Kerisit et. al.

- Established that a closer look is needed at the size effects of the potential and that simulation may have to be carried out in a different manner than those conducted in this thesis.

As observed by the Section 3.1, the potential model is of use to analyze titanates. The finding here dictate that although more simulation samples are required to establish a tolerance of the results, that the initial results are promising for full implementation of the model. Additionally, the potential model offers integration of lithium into the titanate structure for charge transfer analysis which is not covered within the scope of this thesis and is a future research goal for a future researcher. Also not covered within the scope of this project is the formation of unique layered titanate systems that could have this long range potential model applied.
Established also in Section 3.1.3 is that there are definite effects on the size of the system being simulated. The smaller the simulated slab or wire, the more internal effects of the charges on atoms there are on the surface energies. Thus a study must be conducted further in which how the effects progress as the system grows larger. These sizing effects could have different effects on the simulated mechanical properties of the nanowire, such as the tensile strength.

Section 3.2 attempted to simulate an isolated nanowire, however, due to the long-range effects of this potential, there is interaction among other virtual nanowires in the system. This led to the inability to perform calculations to derive individual material properties from the simulation. Therefore, due to the time constraints of this thesis, future research will have to further study the isolated nanowire instead of one that has been affected by an array of such. These studies will further both the knowledge of the potential and create a foundation for attempts into simulating lithium interactions in the nanowire.
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