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Notations and Symbols

Basic objects:
\(A, B, \ldots\) matrices
\(A^T\) the \(i\)-th row of the matrix \(A\)
\(A_{ij}\) the \(i\)-th element of the \(j\)-th row of \(A\)
\(v, u, \ldots\) vectors
\(\alpha, \beta, \ldots\) parameters
\(i, j, \ldots\) indices
\(I_n\) the \(n \times n\) identity matrix
\(\tilde{I}\) the matrix \(\text{diag}\{1, 1, \ldots, 1, -1\}\)
\(e_i\) the vector \((0, \ldots, 0, 1, 0, \ldots, 0)^T\) where the \(i\)-th element is 1
\(\delta_{ij}\) the Kronecker delta function, i.e., \(\delta_{ij} = 1\) for \(i = j\), and \(\delta_{ij} = 0\) for \(i \neq j\)
\(\lambda_i(A)\) the \(i\)-th (ordered from largest to smallest) eigenvalue of matrix \(A\)
\(\lambda_i\) the \(i\)-th (ordered from largest to smallest) eigenvalue of a matrix for simplicity
\(\lambda(A)\) the spectral radius of matrix \(A\)
inertia\{\(A\)\} the inertia of matrix \(A\)
\(\Delta t\) steplength of a discretization method
\(\tau(x)\) local invariance preserving steplength threshold at the point \(x\)
\(\tau_S\) uniform invariance preserving steplength threshold on the set \(S\)

Dynamical System:
\(t\) time variable in a continuous dynamical system
\(x(t)\) state variable in a continuous dynamical system
\(x_k\) state variable in a discrete dynamical system
$A_c$ coefficient matrix of a linear continuous dynamical system

$A_d$ coefficient matrix of a linear discrete dynamical system

$\dot{x}(t)$ the derivative of $x(t)$

Sets:

$\mathbb{R}^n$ the real $n$-dimensional vector space

$\mathbb{R}^n_+$ the set of nonnegative vectors of $\mathbb{R}^n$

$\mathbb{R}^n_-$ the set of nonpositive vectors of $\mathbb{R}^n$, note that $\mathbb{R}^n_- = -\mathbb{R}^n_+$

$\mathcal{P}$ polyhedron

$\mathcal{S}$ convex set

$\mathcal{C}$ convex cone

$\mathcal{C}_P$ polyhedral cone

$\mathcal{E}$ ellipsoid

$\mathcal{C}_L$ Lorenz cone

$\mathcal{C}_L^*$ standard Lorenz cone

$\mathcal{H}$ hyperplane

$\mathcal{C}^+$ base of a cone $\mathcal{C}$, note that $\mathcal{C}^+$ is bounded and $\mathcal{C}^+ = \mathcal{C} \cap \mathcal{H}$ for some hyperplane $\mathcal{H}$

$x^i$ vertex of a polyhedron or polyhedral cone

$\dot{x}^i$ extreme ray of a polyhedral cone

$\mathcal{I}(n)$ index set $\{1, 2, ..., n\}$

$\mathcal{T}_S(x)$ tangent cone of the set $\mathcal{S}$ at the point $x$

$\mathcal{I}_x$ index set of all constraints which are active at the point $x$

Relations:

$Q \succeq 0$ $Q$ is a symmetric positive semidefinite matrix

$Q \succ 0$ $Q$ is a symmetric positive definite matrix

$Q \preceq 0$ $Q$ is a symmetric negative semidefinite matrix

$Q \prec 0$ $Q$ is a symmetric negative definite matrix

$H \geq 0$ nonnegative matrix, i.e., $H_{ij} \geq 0$ for all $i, j$

$H \geq_o 0$ off-diagonal nonnegative matrix, i.e., $H_{ij} \geq 0$ for all $i \neq j$

Operators, functions:

$x^T y$ inner product of $x$ and $y$
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$|x|$</td>
<td>$L_2$-norm of the vector $x$</td>
</tr>
<tr>
<td>$|M|$</td>
<td>2-norm of the matrix $M$</td>
</tr>
<tr>
<td>int($S$)</td>
<td>the interior of the set $S$</td>
</tr>
<tr>
<td>$\partial S$</td>
<td>the boundary of the set $S$</td>
</tr>
<tr>
<td>aff($S$)</td>
<td>the affine ball, i.e., the smallest affine subspace containing the set $S$</td>
</tr>
<tr>
<td>cl($S$)</td>
<td>the closure of the set $S$</td>
</tr>
<tr>
<td>ri($S$)</td>
<td>the set of all relative interior points of the set $S$</td>
</tr>
<tr>
<td>rb($S$)</td>
<td>the relative boundary of the set $S$, i.e., $rb(S) = cl(S) \setminus ri(S)$</td>
</tr>
<tr>
<td>dist($x, C$)</td>
<td>the distance between the point $x$ and the set $C$</td>
</tr>
</tbody>
</table>
Abstract

Invariant set is an important concept in the theory of dynamical systems and it has a wide range of applications in control and engineering. This thesis has four parts, each of which studies a fundamental problem arising in this field. In the first part (Chapter 2), we propose a novel, simple, and unified approach to derive sufficient and necessary conditions, which are referred to as invariance conditions for simplicity, under which four classic families of convex sets, namely, polyhedra, polyhedral cones, ellipsoids, and Lorenz cones, are invariant sets for linear discrete or continuous dynamical systems. This novel method establishes a solid connection between optimization theory and dynamical systems. In the second part (Chapter 3), we propose novel methods to compute valid or largest uniform steplength thresholds for invariance preserving of three classic types of discretization methods, i.e., forward Euler method, Taylor type approximation, and rational function type discretization methods. These methods enable us to find a pre-specified steplength threshold which preserves invariance of a set. The identification of such steplength threshold has a significant impact in practice. In the third part (Chapter 4), we present a novel approach to ensure positive local and uniform steplength threshold for invariance preserving on a set when a discretization method is applied to a linear or nonlinear dynamical system. Our methodology not only applies to classic sets, discretization methods, and dynamical systems, but also extends to more general sets, discretization methods, and dynamical systems. In the fourth part (Chapter 5), we derive invariance conditions for some classic sets for nonlinear dynamical systems. This part can be considered as an extension of the first part to a more general case.
Chapter 1

Introduction

1.1 Background

Positively invariant sets play a key role in the theory and applications of dynamical systems. Stability, control and preservation of constraints of dynamical systems can be formulated, somehow in a geometrical way, with the help of positively invariant sets. For a given dynamical system, both of continuous or discrete time, a subset of the state space is called positively invariant set for the dynamical system if the system state at a certain time is in the invariant set, then forward in time all the states remain within the positively invariant set. Geometrically, the solution trajectories cannot escape from a positively invariant set if the initial state belongs to the set. The dynamical system is often a controlled system for which the maximal (or minimal) positively invariant set is to be constructed.

It is well known, see e.g., Blanchini [12], Blanchini and Miani [14], and Polanski [51], that Lyapunov stability theory is a powerful tool in obtaining many important results in control theory. The basic framework of Lyapunov stability theory synthesizes the identification and computation of a Lyapunov function of a dynamical system. Usually positive definite quadratic functions serve as candidate Lyapunov functions. Sufficient and necessary conditions for positive invariance of a polyhedral set with respect to discrete dynamical systems were first proposed by Bitsoris [8, 9]. A novel positively invariant polyhedral cone was constructed by Horváth [37]. The Riccati equation was proved to be connected with ellipsoidal sets as invariant sets of linear dynamical systems, see e.g., Lin et al. [44] and Zhou
et al. [82]. Birkhoff [7] proposed a necessary condition for positive invariance on a convex cone for linear discrete systems. A sufficient and necessary condition for positive invariance on a nontrivial convex set for linear discrete systems was derived by Elsner [24]. Stern [63] studied the properties of positive invariance on a proper cone for linear continuous systems. For a more general case, the mapping from a polyhedral cone to another polyhedral cone was studied by Haynsworth, Fiedler and Pták [30], and the mapping from a convex cone to another convex cone in finite-dimensional spaces was studied by Tam [67, 68]. Here we note that when the two cones are the same, then this is equivalent to positive invariance for discrete systems. The concept of cross positive matrices, which was introduced by Schneider and Vidyasagar [58], was used as tool to prove positive invariance of a Lorenz cone by Loewy and Schneider [45]. The existence and construction of common invariant cones for families of real matrices was studied by Rodman, Seyalioglu, and Spitkovsky [55]. Positively invariant sets with cone properties with respect to continuous systems were studied by Tarbouriech and Burgat [69]. According to Nagumo’s theorem [48] and the theory of cross positive matrices, Stern and Wolkowicz [64] presented sufficient and necessary conditions for a Lorenz cone to be positively invariant with respect to a linear continuous system. A novel proof of the spectral characterization of real matrices that leave a polyhedral cone invariant was proposed by Valcher and Farina [72]. The spectral properties of the matrices, e.g., theorems of Perron-Frobenius type, were connected to set positive invariance by Vandergraft [58]. Approximating the minimal robust positively invariant set of an asymptotically stable discrete system was studied by Rakovic et al. [53]. For hyperchaotic Lorenz-Haken systems, Li et al. [43] investigated the estimation of ultimate bound and positively invariant set. For finding certain invariant sets of a given system, one may refer to Kouramas et al. [41], Pluymers et al. [50], Yu and Liao [76], Zhang et al. [77], etc. Zhao [81] derives a sufficient criteria for invariant sets and periodic attractors of non-autonomous systems.

Now we introduce the basic concepts related to invariant sets for dynamical systems.

**Dynamical Systems:** Discrete and continuous linear dynamical systems are respectively described by the following equations:

$$x_{k+1} = A_dx_k,$$  \hfill (1.1)
\[ \dot{x}(t) = A_c x(t), \]  
(1.2)

where \( A_d, A_c \in \mathbb{R}^{n \times n} \) are constant real matrices, \( x_k, x(t) \in \mathbb{R}^n \) are referred to as state variables for \( k \in \mathbb{N} \), and \( t \in \mathbb{R} \), respectively. We may assume, without loss of generality, that neither \( A_d \) nor \( A_c \) is the zero matrix.

Similarly, discrete and continuous autonomous dynamical systems in general forms are respectively described by the following equations:

\[ x_{k+1} = f_d(x_k), \]  
(1.3)

\[ \dot{x}(t) = f_c(x(t)), \]  
(1.4)

where \( f_d, f_c : \mathbb{R}^n \to \mathbb{R}^n \) are continuous functions, and \( x_k, x \in \mathbb{R}^n \) are referred to as state variables.

**Invariant Sets:** The study of invariant sets is one of the main subjects of in this thesis, thus now we introduce invariant sets, see, e.g., [13], for both discrete and continuous systems.

**Definition 1.1.1.** A set \( S \subseteq \mathbb{R}^n \) is an invariant set for the discrete system (1.1) (or 1.3) if \( x_k \in S \) implies \( x_{k+1} \in S \), for all \( k \in \mathbb{N} \).

**Definition 1.1.2.** A set \( S \subseteq \mathbb{R}^n \) is an invariant set for the continuous system (1.2) (or (1.4)) if \( x(0) \in S \) implies \( x(t) \in S \), for all \( t \geq 0 \).

In fact, the sets given in Definition 1.1.1 and 1.1.2 are conventionally referred to as positively invariant sets. Since only positively invariant sets are considered in this thesis, we simply call them invariant sets. One can prove the following properties: the operators \( A \) (or \(^1\) for all \( t \geq 0 \), \( e^{At} \)) leave \( S \) invariant if \( S \) is an invariant set for the discrete (or continuous) systems.

**Proposition 1.1.3.** [4, 17] The set \( S \) is an invariant set for the discrete system (1.1) if and only if \( AS \subseteq S \). Similarly, the set \( S \) is an invariant set for the continuous system (1.2) if and only if for all \( t \geq 0 \), \( e^{At} S \subseteq S \).

\(^1\)The exponential function with respect to a matrix is defined as \( e^{At} = \sum_{k=0}^{\infty} \frac{1}{k!} A^k t^k \).
Some well known examples of invariant sets are equilibrium point, limit cycle [49], etc. Here we point out that the concept of stability [40] is one of the most important properties of invariant sets. Intuitively, we say an invariant set to be stable for a dynamical system if any trajectories of the system starting close to the set remain close to it as time moves forward, and unstable if they do not. We say an invariant set is asymptotically stable for a dynamical system if it is stable and in addition any trajectories of the system starting close to the set converge to the set as \( t \to \infty \).

1.2 Motivations

The motivations of this thesis are presented in this section. Although the definition of invariant sets may be used as the tool of verification if a set is indeed an invariant set of a given dynamical system, it is usually not efficient, or even impossible to directly use the definition in many cases. For example, the invariance of a set of a discrete system means that any point \( x_k \) in the set implies \( x_{k+1} \) is also in the set, then one has to verify this property for all points in the set. This would require the verification of infinitely many points, which is usually not an easy task. Therefore, to derive sufficient, or sufficient and necessary conditions for sets to be invariant sets of a dynamical system is important both from the theoretical and practical perspectives. In particular, we are interested in sufficient and necessary conditions under which a set is an invariant set for a dynamical system. Here we consider both continuous and discrete dynamical systems. A good verification condition has the following characteristics: simple and efficient to verify, i.e., one can easily and efficiently prove or disprove the invariance of a set for a dynamical system.

Numerous mathematical methods are developed to directly solve continuous systems, but, in practice, one usually needs to solve a continuous system by applying certain discretization methods. Assume that a set is an invariant set for a continuous system. Then it should also be an invariant set for the discrete system which is obtained by a discretization method, i.e., discretization should preserve invariance. However, this is not always true for every steplength used in the discretization method. Thus it is desirable to prove the existence of a steplength threshold which only depends on the set and the discretization
method, and all steplengths smaller than or equal to the threshold preserves the invariance of the set. This threshold is referred to as \textit{invariance preserving steplength threshold}. Besides investigating the existence of such threshold, we are also interested in finding large invariance preserving steplength thresholds. This is because a large invariance preserving steplength has several advantages in practice, e.g., larger steplength implies that the discretized system is smaller in size. Finding a predictable invariance preserving steplength depends on properties of the dynamical system and the set. We are choosing some classic sets and linear dynamical systems, as well as using special discretization methods, to find the largest possible invariance preserving steplength threshold via establishing optimization models.

We are going to establish the theoretical foundation of invariance preserving, in which we focus on the existence of invariance preserving steplength threshold. We are interested in identifying general classes of sets, dynamical systems, and discretization methods with invariance preserving property. This is an important open question. In particular, we are going to investigate and find sufficient conditions, which ensure that when sets, dynamical systems, and discretization methods satisfy those conditions, then an invariance preserving steplength threshold exists. This research has significant theoretical impact, since we are considering the existence of uniform, i.e., global, rather than local invariance preserving steplength thresholds.

**Set Invariance:** Let us give an example of an invariant set: consider the normalized state space model of a double-integrator \cite{13}:

\[
x'(t) = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u(t),
\]

(1.5)

where \(x_1(t), x_2(t)\) are the state variables and \(u(t)\) is the control variable. Further, we assume that the state variables \(x_1(t)\) and \(x_2(t)\) satisfy the constraints \(|x_1(t)| \leq 25\) and \(|x_2(t)| \leq 5\) for all \(t \geq 0\). Let \(S = \{(x_1, x_2) \mid |x_1| \leq 25, |x_2| \leq 5\}\). Now if we choose the linear state
feedback control law, see, e.g., [62], as follows: 
\[ u(t) = -\frac{1}{25}(x_1(t) + x_2(t)), \]
then we have
\[
x'(t) = \begin{bmatrix} 0 & 1 \\ -\frac{1}{25} & -\frac{1}{25} \end{bmatrix} x(t).
\]

The solution of (1.6) is given as
\[
x_1(t) = e^{-\frac{t}{50}} \left( \alpha \cos(\frac{3\sqrt{11}}{50}t) + \frac{\sqrt{11}}{33} (\alpha + 50\beta) \sin(\frac{3\sqrt{11}}{50}t) \right),
\]
\[
x_2(t) = e^{-\frac{t}{50}} \left( \beta \cos(\frac{3\sqrt{11}}{50}t) - \frac{\sqrt{11}}{33} (2\alpha + \beta) \sin(\frac{3\sqrt{11}}{50}t) \right),
\]

where \( \alpha \) and \( \beta \) depend on the initial state. If we set \( x_1(0) = 25, x_2(0) = 5 \), then we can show that \((x_1(t), x_2(t))\) will move outside of \( S \). Now we define an ellipsoid as follows:
\[
E = \{ (x_1, x_2) \mid x_1^2 + 25x_2^2 \leq 1 \}.
\]

One can show that for any \((x_1(0), x_2(0)) \in E\), we have \((x_1(t), x_2(t)) \in E\) for all \( t \geq 0 \), i.e., \( E \) is an invariant set for system (1.6). Clearly, we have \( E \subset S \), so the trajectory of system (1.6) cannot escape from \( S \) if \((x_1(t), x_2(t)) \in E\). This means that to ensure that the state variable \( x(t) \) is always in the feasible region \( S \), we can choose the initial state \( x(0) \) from \( E \). The way of verifying that the ellipsoid is an invariant set requires to derive the solution of the system. However, if we can find an equivalent condition which only depends on the system and the set to verify whether the set is an invariant set for the system, then we do not need to solve the system. Such an equivalent condition, which is referred to as invariance condition, will significantly reduce the difficulty of verifying if a set is indeed an invariant set.

**Invariance Preserving:** In this thesis, we also study invariance preserving discretization methods, i.e., numerical methods which ensure that both the continuous and its discretized systems share the same invariant set. Let us consider the example presented at the beginning of this section, i.e., the double-integrator given as in (1.5). If we use a discretization method to solve the continuous system, then we hope that the ellipsoid is also an invariant set for the discrete system. This means that not only the continuous trajectories,
but also the discrete state variables stay in $S$. If the discretization method cannot preserve invariance, then the ellipsoid is not an invariant set for the discrete system.

Let us give another example about invariance preserving, see, e.g., [38]. Consider a heat transformation with a fixed temperature $T_b$ on the boundary of the heated body. Let us denote $T(t, x)$ the temperature at time $t$ and position $x$. Then $\phi(t, x) = T(t, x) - T_b$ satisfies the following heat equation:

$$\phi_t(t, x) = \sigma \phi_{xx}(t, x), \quad (1.8)$$

where $\sigma$ is the diffusion coefficient. A basic rule in thermodynamics is that the heat moves only from warmer position to colder position, and reverse direction move cannot occur. Let $T_{\min} = \min_x T(0, x)$ and $T_{\max} = \max_x T(0, x)$, then, according to the thermodynamics rule, we have $T_{\min} \leq T(t, x) \leq T_{\max}$ for all $t$. This yields that $\phi(t, x) \in [\phi_{\min}, \phi_{\max}]$, where $\phi_{\min} = T_{\min} - T_b$ and $\phi_{\max} = T_{\max} - T_b$, for all $t$. In practice, numerical methods that solve the heat equation require the discretization for both the spatial variable, $x_k$, and the time variable, $t_n$, i.e., $\phi(t, x_k) := \phi_{n, k}$. In the discretization for the spatial variable, we have $\phi(t, x_k) := \phi_k(t), k = 1, 2, ..., N$, which yields a dynamical system

$$h'(t) = Dh(t), \quad (1.9)$$

where $h(t) = (\phi_1(t), \phi_2(t), ..., \phi_N(t))^T$ and $D$ is usually a tridiagonal matrix, e.g., by using finite difference method. To ensure that the aforementioned thermodynamics rule is satisfied, we need that $h(t) \in P$ for all $h(0) \in P$, where $P = [\phi_{\min}, \phi_{\max}]^N$, i.e., $P$ is an invariant set for the dynamical system (1.9). Then for the discretization of the time variable, one needs discretization methods which are invariance preserving while the aforementioned thermodynamics rule is satisfied, i.e., $\phi_{n, k} \in [\phi_{\min}, \phi_{\max}]$ for any $\phi(0, x) \in [\phi_{\min}, \phi_{\max}]$.

**Invariance Preserving Numerical Methods:** Now we consider the effects of Euler methods on the continuous system, i.e., given a vector $x_k$ in $S$, we investigate conditions that ensure that $x_{k+1}$ obtained by using the forward or the backward Euler methods is also in $S$. A geometric interpretation of the forward Euler method is that $x_{k+1}$ is on the tangent line of $x(t)$. For a convex set $S$, it is well known that the tangent space at any $x_k$ on the
boundary of $\mathcal{S}$ is a supporting hyperplane to $\mathcal{S}$, see e.g., [54]. Figure 1.1 illustrates the effects of the Euler methods on two classes of trajectories. In these two cases, the convex sets include the trajectory on its boundary, and include the region above the curves. The left side subfigure of Figure 1.1 shows that the forward and backward Euler methods lead the discrete steps direct outside and inside the convex set, respectively. The right side subfigure of Figure 1.1 shows that the discrete steps for both Euler methods are on the boundary.

Figure 1.1: The left figure illustrates when $x(t)$ is a curve, the right figure illustrates when $x(t)$ is a line.

**Characteristics Preserving:** Mathematical modeling of many problems from the real world often leads to differential equations in continuous form. When we solve these differential equations numerically, we not only need to obtain a good approximation of the differential equations, but also hope to preserve the basic characteristics of these mathematical variables and models. Invariance preserving is one of the latter type requirements. In fact, there are various characteristics preserving topics, e.g., positivity preserving, strong stability preserving, area preserving, etc, which are widely studied in recent decades.

1. **Positivity Preserving:** Positivity preserving is an important topic in the numerical analysis community, see, e.g., [37, 38, 39, 78, 79, 80]. Positivity preserving is equivalent to invariance preserving in the positive orthant, i.e., consider the positive orthant, which is a polyhedral cone. Let us assume that the positive orthant is an invariant set for a continuous system, and assume that it is also an invariant set for the discrete system which is obtained
by using a discretization method with a certain steplength. In practice, many variables, e.g., energy, density, mass, etc, are nonnegative. When these variables are used in some mathematical models in a continuous form, e.g., in the heat equation, one should choose appropriate discretization method with appropriate steplength such that solution of the the discretized systems are also nonnegative.

2. Strong Stability Preserving (SSP): Strong stability preserving (SSP) numerical methods are developed to solve ordinary differential equations, see, e.g., [26, 27], etc. Particularly, SSP numerical method are used for the time integration of semi-discretizations of hyperbolic conservation laws. It is well known that the exact solutions of scalar conservation laws holds the property that total variation does not increase in time, see, e.g., [27]. SSP methods are also referred to as total variation diminishing methods. These are higher order numerical methods that also preserve this property.

3. Area Preserving-Symplectic Methods: Intuitively, a map from the phase-plane to itself is said to be symplectic if it preserves areas. In mathematics, a matrix $M \in \mathbb{R}^{2n \times 2n}$ is called symplectic if it satisfies the condition $M^T \Omega M = \Omega$, where $\Omega = \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix}$. A symplectic map is a real-linear map $T$ that preserves a symplectic form $f$, i.e., $f(Tx, Ty) = f(x, y)$ for all $x, y$, see, e.g., [47]. A numerical one-step method $x_{n+1} = D_{\Delta t}(x_n)$ is called symplectic if, when applied to a Hamiltonian system, the discrete flow $x \rightarrow D_{\Delta t}(x)$ is a symplectic map for all sufficiently small step sizes, see, e.g., [25, 46], etc. There is one compelling example that shows symplectic methods are the right way to solve planetary trajectories. If we solve the trajectory of the earth using forward Euler method, then the discrete trajectory will spiral away from the sun. If we use backward Euler method, then the discrete trajectory will sink into the sun. If we use symplectic methods, then the discrete trajectory will stay on the original continuous trajectory.

1.3 Main Results

In this section, the main results and novelties of this thesis are presented. The main intellectual challenge of this research is to establish a strong connection among optimization theory,
dynamical systems, and numerical analysis. Our fundamental studies will bring a unified novel optimization theory based deep understanding of invariant sets of dynamical systems and invariance preserving discretization methods. Due to the introduction of optimization theory and algorithms, the verification of an invariant set becomes more efficient; we are deriving novel characterizations of invariance preserving discretization methods; providing optimization models to compute optimal invariance preserving discretization step sizes; and open avenues to construct optimal invariant sets for dynamical systems.

In Chapter 2, we deal with dynamical systems in finite dimensional spaces and introduce a novel and unified method for the determination of whether a set is a positively invariant set for a linear dynamical system. Here the sets are polyhedral sets, ellipsoids, and Lorenz cones. In addition, we formulate optimization methods to check the resulting equivalent conditions.

The main tool in the continuous time case is the explicit computation of the tangent cones of the positively invariant sets and their application along the lines of the Nagumo Theorem 7.2.5. This theorem says that a set is positively invariant, under some conditions on solvability of the underlying differential equation, if and only if at each point of the set, the vector field of the differential equation points toward the tangent cone at that point. The resulting conditions are constructive in the sense that they can be checked by well established optimization methods. Our unified approach is based on optimization methodology. The analysis in the discrete case is based on the theorems of alternatives of optimization, namely on the Farkas Lemma 7.2.1 and the S-lemma 7.2.2. Let us mention that the technique with the tangent cones in the continuous time case and the theorem of alternatives of optimization in the discrete case show common features.

First, in Chapter 2, we consider various sets as candidates for positively invariant sets with respect to a discrete system. Sufficient and necessary conditions for the four types of sets are derived using the Farkas Lemma 7.2.1 and the S-lemma 7.2.2, respectively. The Farkas Lemma and the S-lemma are frequently referred to as Theorems of the Alternatives in the optimization literature. Note that the approach based on the Farkas Lemma is originally due to Hennet [31]. Our approach, based on the S-lemma for ellipsoids and Lorenz cones, is not only simpler compared to the traditional Lyapunov theory based approach, but also
highlights the strong relationship between dynamical system and optimization theories. It also enables us to extend invariance conditions to any set represented by a quadratic inequality. Such sets include nonconvex and unbounded sets. Positively invariant sets for continuous systems are linked to the ones for discrete systems by applying Euler method. The forward Euler method or backward Euler method is used to discretize a continuous system to a discrete system. Then, sufficient and necessary conditions under which the four types of convex sets are positively invariant sets for the continuous systems are derived by using Euler methods and the corresponding sufficient and necessary conditions for the discrete systems.

The main novelty of Chapter 2 is that we propose a simple, novel, unified approach, different from the traditional Lyapunov stability theory approach, to derive invariance conditions for the four types of sets to be positively invariant sets with respect to discrete systems. Our approach is based on the so-called Theorems of Alternatives, i.e., Farkas Lemma and S-lemma. For discrete systems, the Farkas lemma is used for polyhedral sets, while the S-lemma is used for ellipsoids and Lorenz cones. We also establish a framework according to Euler methods to derive invariance conditions for the four types of sets with respect to the continuous systems to be positively invariant. Although some theorems presented in Chapter 2 are known, there is no existing chapter considering invariance conditions for the four types of sets, and both for discrete and continuous dynamical systems together in a unified framework. We also strengthen the power of Euler methods as a tool to study invariance conditions to build connection between continuous and discrete dynamical systems.

In Chapter 3, we consider three types of discretization methods on polyhedra and we aim to derive valid thresholds of the steplength in terms of explicit form or obtained by using efficiently computable algorithms. The popularity of polyhedra as invariant sets is due to the fact that the state and control variables are usually represented in terms of linear inequalities. First, we propose an optimization model to find the largest steplength threshold for the forward Euler method. We note that some results on the use of the forward Euler method to analyze invariance for continuous dynamical systems can be found in [14, 15]. For Taylor approximation type discretization methods, i.e., the coefficient matrix of the
discrete system is derived from the Taylor expansion of $e^{A_c\Delta t}$, we present an algorithm to derive a valid steplength threshold for invariance preserving. In particular, the algorithm aims to find the first positive zeros of some polynomial functions related to the system and the polyhedron. For general rational function type discretization methods, i.e., the coefficient matrix of the discrete system is a rational function with respect to $A_c$ and $\Delta t$, we derive a valid steplength threshold for invariance preserving that can be computed by using analogous methods as for the case of Taylor approximation type methods. This steplength threshold is related to the steplength threshold for the forward Euler method and the radius of absolute monotonicity of the discretization method. We note that this result is similar to the one presented in [38, 39], where Runge-Kutta methods are considered.

In Chapter 4, our focus is to find conditions, in particular steplength thresholds for the discretization methods, such that the considered discretization method is invariance preserving for the given linear or nonlinear dynamical system. This topic is of great interest in the fields of dynamical systems, partial differential equations, and control theory. A basic result is presented in [16], which considers linear problems and invariance preserving on the positive orthant from a perspective of numerical methods. For invariance preserving on the positive orthant or polyhedron for Runge-Kutta methods, the reader is refereed to [37]. A similar concept named strong stability preserving (SSP) used in numerical methods is studied in [26, 59]. These papers deal with invariance preserving of general sets and they usually use the assumption that the Euler methods are invariance preserving with a steplength threshold $\tau_0$. Then the uniform invariance preserving steplength threshold for other advanced numerical methods, e.g., Runge-Kutta methods, is derived in terms of $\tau_0$. Therefore, to make the results applicable to solve real world problems, this approach requires to check whether such a positive $\tau_0$ exists for Euler methods.

In Section 4.2 first we prove that for the forward Euler method, a local invariance preserving steplength threshold exists for a given polyhedron when a linear dynamical system is considered. For the backward Euler method we prove that a local steplength threshold exists for polyhedron, ellipsoid, and Lorenz cone. These proofs are using elementary concepts. We also quantify a valid local steplength threshold for the backward Euler method. Second, we prove that a uniform invariance preserving steplength threshold exists for poly-
hedra when the forward or backward Euler method is applied to linear dynamical systems. For the backward Euler method, we also quantify the optimal uniform steplength threshold. In Section 4.3 we first prove that a uniform steplength threshold exists, and also quantify the optimal uniform steplength threshold for ellipsoids or Lorenz cones when the backward Euler method is applied to linear dynamical systems. Moreover, we extend the results about the invariance preserving steplength threshold for the backward Euler method to general proper cones. Finally, we present our main results about uniform steplength thresholds. These results are natural extensions from the proofs used to analyze Euler methods. We quantify the optimal uniform steplength threshold of the backward Euler method for convex sets. We also extend the results of steplength thresholds to general compact sets and proper cones when a general discretization method is applied to linear or nonlinear dynamical systems. In particular, the existence of steplength thresholds depends on a condition that is stronger than the existence of local steplength threshold\(^2\). It also depends on a Lipschitz condition when the set is a compact set, and on a homogeneity condition, when the set is a proper cone.

The main novelty of Chapter 4 is establishing the foundation of characterizing invariance preserving discretization methods in dynamical systems and differential equations. As mentioned before, several existing results on invariance preserving of advanced numerical methods, e.g., Runge-Kutta methods, require the existence of a positive steplength threshold for Euler methods. In Chapter 4, we present the results for special classical sets. Our general results about steplength threshold for general discretization methods for linear and nonlinear dynamical systems on convex sets, compact sets, and proper cones not only play an important role in theoretical, but also show the potential of significant impacts in practice. These general results provide theoretical criteria for the verification of the existence of invariance preserving steplength threshold for discretization methods. Once the existence is ensured by our results, this also motivates one to further investigate the possibility to find the optimal steplength threshold, which has several advantages in practice. Such advantages include computational efficiency and smaller size of discrete systems.

In Chapter 5, we derive invariance condition of some classical convex sets for discrete

\(^2\)In particular, this condition requires that if \(x_k\) is in the set, then \(x_{k+1}\) is in the interior of the set.
and continuous nonlinear systems. This chapter is an extension of Chapter 2 from linear systems to nonlinear systems. The main tools we used are the nonlinear Farkas Lemma and the S-lemma. We also propose optimization methods to verify if these invariance conditions hold.

1.4 The Structure of the Thesis

In Chapter 2 we propose a novel, simple, and unified approach to explore sufficient and necessary conditions under which four classic families of convex sets, i.e., polyhedra, polyhedral cones, ellipsoids, and Lorenz cones, are invariant sets for a linear discrete or continuous dynamical system.

In Chapter 3 we propose novel methods to compute valid or largest uniform steplength thresholds for invariance preserving for three classic types of discretization methods, i.e., Taylor approximation type, rational function type discretization methods, and Euler methods.

In Chapter 4 we propose a theory of studying the existence of local and uniform steplength thresholds for invariance preserving on a set when a discretization method is applied to a linear or nonlinear dynamical system. We not only consider classic sets, discretization methods, and dynamical systems, but also extend to more general sets, i.e., convex sets, compact sets, proper cones, discretization methods, and dynamical systems.

In Chapter 5, we derive invariance conditions of some classic sets for nonlinear dynamical systems. One can consider this chapter as an extension of the first part to a general case.

Finally, Chapter 6 summarizes the results of this thesis and presents the future research.

1.5 Notations and Conventions

To avoid unnecessary repetitions, the following notations and conventions are used in this thesis. A dynamical system, positively invariant, and sufficient and necessary condition for positive invariance are called a system, invariant, and invariance condition, respectively. The sets considered in this chapter are non-empty, closed, and convex sets if not specified
otherwise. The interior and the boundary of a set $S$ is denoted by $\text{int}(S)$ and $\partial S$, respectively. When a matrix $Q$ is positive definite, positive semidefinite, negative definite, or negative semidefinite matrix, then it is denoted by $Q \succ 0$, $Q \succeq 0$, $Q \prec 0$, or $Q \preceq 0$, respectively. The $i$-th row of a matrix $G$ is denoted by $G_i^T$. The eigenvalues of a real symmetric matrix $Q$, whose eigenvalues are always real, are ordered as $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n$, and the corresponding eigenvectors are denoted by $u_1, u_2, \ldots, u_n$. The spectrum of $Q$ is represented by $\lambda(Q) = \max\{|\lambda_i(Q)|\}$, and inertia $\{Q\} = \{\alpha, \beta, \gamma\}$ indicates that the number of positive, zero, and negative eigenvalues of $Q$ are $\alpha$, $\beta$, and $\gamma$, respectively. The index set $\{1, 2, \ldots, n\}$ is denoted by $\mathcal{I}(n)$. The inner product of vectors $x, y \in \mathbb{R}^n$ is denoted by $x^T y$. 

Chapter 2

Invariance Conditions for Classical Convex Sets

2.1 Introduction

In this chapter, we propose a novel, simple, and unified approach to explore sufficient and necessary conditions, i.e., invariance conditions, under which four classic families of convex sets, namely, polyhedra, polyhedral cones, ellipsoids, and Lorenz cones, are invariant sets for a linear discrete or continuous dynamical system. For discrete dynamical systems, we use the Theorems of Alternatives, i.e., the Farkas Lemma and $S$-lemma, to obtain simple and general proofs to derive invariance conditions. This novel method establishes a solid connection between optimization theory and dynamical system. Also, using the $S$-lemma allows us to extend invariance conditions to any set represented by a quadratic inequality. Such sets include nonconvex and unbounded sets. For continuous dynamical systems, we use the forward or backward Euler method to obtain the corresponding discrete dynamical systems while discretization preserves invariance. This enables us to develop a novel and elementary method to derive invariance conditions for continuous dynamical systems by using the ones for the corresponding discrete systems.
2.2 Invariance Conditions

In this section, we present invariance conditions, i.e., sufficient and necessary conditions under which polyhedral sets, ellipsoids, and Lorenz cones are invariant sets for discrete and continuous systems. For each convex set, the invariance conditions for discrete systems are first derived by using the Theorems of Alternatives, i.e., the Farkas Lemma 7.2.1 or the S-lemma 7.2.2. Then the invariance conditions for continuous systems are derived by using a discretization method to discretize the continuous system and applying the invariance conditions for the obtained discrete systems.

We use Euler methods to discretize the continuous system (1.2) to derive a discrete system, because for sufficiently small step size they preserve the invariance of a set, i.e., a set, which is an invariant set for a continuous system, is also an invariant set for the corresponding derived discrete system. Here we formally present these results as follows. The first statement can be found in [10, 13], and the second statement can be found in [67].

**Theorem 2.2.1.** [10, 13, 67] Assume a polyhedron $P$, polyhedral cone $C_P$, ellipsoid $E$ or Lorenz cone $C_L$ is an invariant set for the continuous system (1.2). Then

- there exists a $\hat{\tau} > 0$, such that $P$ (or $C_P$) is also an invariant set for the discrete system $x_{k+1} = (I + A_c \Delta t)x_k$ for all $0 \leq \Delta t \leq \hat{\tau}$, and

- there exists a $\tilde{\tau} > 0$, such that $P$ (or $C_P$, $E$ or $C_L$) is also an invariant set for the discrete system $x_{k+1} = (I - A_c \Delta t)^{-1}x_k$ for all $0 \leq \Delta t \leq \tilde{\tau}$.

**Remark 2.2.2.** The first statement in Theorem 2.2.1 means that the forward Euler method preserves the invariance of a polyhedral set, while the second statement means that the backward Euler method preserves the invariance of polyhedral set, ellipsoid, and Lorenz cone.

Proposition 1.1.3 allows us to use the Theorems of Alternatives 7.2.1 and 7.2.2 to derive invariance conditions for discrete systems. According to Proposition 1.1.3, to prove that a set $S$ is an invariant set for a discrete system, we need to prove $AS \subseteq S$, which is equivalent to $(\mathbb{R}^n \setminus S) \cap (AS) = \emptyset$. Since we assume that $S$ is a closed set, we have that $\mathbb{R}^n \setminus S$ is an open set. Open sets are usually represented by strict inequalities. As the Theorems
of Alternatives include strict inequalities, they provide the proper tools to characterize invariance conditions for continuous and discrete systems. This is one of the statements in the Theorems of Alternatives 7.2.1 or 7.2.2.

### 2.2.1 Polyhedral Sets

Since every polyhedral set has two different representations as shown in Section 7.1, we present the invariance conditions for both forms, respectively.

#### 2.2.1.1 Invariance Conditions for Discrete Systems

Let a polyhedral set $\mathcal{P}$ be given as in (7.1). The invariance condition of a polyhedral set $\mathcal{P}$ for a discrete system is presented in Theorem 2.2.4. The study of invariance condition of polyhedral sets for discrete system can be traced back to Bitsoris in [8, 9], who consider a special class of polyhedral sets, normally those polyhedral sets which are symmetric with respect to the origin. We give a more straightforward proof here by using the Farkas Lemma for polyhedral sets in the form of (7.1). It was brought to our attention recently that the result is the same as the one presented by Hennet [31], which also uses the Farkas Lemma. To keep the chapter self-contained, we also present the proof of this important result.

**Definition 2.2.3.** A matrix $H$ is called a **nonnegative matrix**, denoted by $H \geq 0$, if $H_{ij} \geq 0$ for all $i, j$. A matrix $L$ is called an **essentially nonnegative matrix**\(^1\), denoted by $L \geq 0$, if $L_{ij} \geq 0$ for $i \neq j$.

**Theorem 2.2.4. (Hennet [31])** A polyhedron $\mathcal{P}$ given as in (7.1) is an invariant set for the discrete system (1.1) if and only if\(^2\) there exists a matrix $H \in \mathbb{R}^{m \times m}$, such that $H \geq 0, HG = GA_d$ and $Hb \leq b$.

**Proof.** We have that $\mathcal{P}$ is an invariant set for the discrete system (1.1) if and only if $A_d\mathcal{P} \subseteq \mathcal{P}$, which is the same as $\mathcal{P} \subseteq \mathcal{P}' = \{x \mid GA_d x \leq b\}$. Note that $\mathcal{P} \subseteq \mathcal{P}'$ if and only if for

\(^1\)An essentially nonnegative matrix is also called Metzler matrix, see e.g., [19], or quasipositive matrix, see e.g., [5].

\(^2\)One can also show the “if” part as follows: let $x \in \mathcal{P}$, i.e., $Gx \leq b$. Since $H \geq 0, HG = GA_d$ and $Hb \leq b$, we have $GA_d x = HGx \leq Hb \leq b$, i.e., $A_d x \in \mathcal{P}$. 
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every $i \in \mathcal{I}(m)$, we have

$$\{x \mid Gx \leq b \} \cap \{x \mid (GA_d)_i^T x > b_i \} = \emptyset,$$

i.e., the inequality system $Gx \leq b$ and $(GA_d)_i^T x > b_i$ has no solution. According to the Farkas Lemma 7.2.1, this is equivalent to that there exists a vector $h_i \geq 0$, such that

$$h_i^T G = (GA_d)_i, \quad \text{and} \quad h_i^T b \leq b_i.$$

We let $H = [h_1^T; h_2^T; \ldots; h_m^T]$, then we have $H \geq 0, HG = GA_d$ and $Hb \leq b$. The proof is complete.

We highlight that Castelan and Hennet [19] present an algebraic characterization of the matrix $G$ satisfying the conditions in Theorem 2.2.4. They prove that given $A$ and $G$, there exists a matrix $H$ satisfying $HG = GA$ if and only if the kernel of $G$ is an $A$-invariant subspace. Observe that the existence of matrix $H$ such that $HG = GA, Hb \leq b$, and $x \geq 0$ can be verified by solving the linear inequality system or interior point methods (IPMs). If IPMs are used, then the verification can be done in polynomial time.

The invariance condition of a polyhedral set given as in (7.2) for discrete systems is provided in Theorem 2.2.5. Note that a similar result is presented in [13], which considers only the case when the set is a polytope. Invariance condition of a polytope is presented in [13], while invariance condition of a polyhedral cone is presented in [70]. Here we integrate these two results in one theorem.

**Theorem 2.2.5.** A polyhedron $P$ given as in (7.2) is an invariant set for the discrete system (1.1) if and only if there exists a matrix $L \in \mathbb{R}^{(\ell_1+\ell_2)\times(\ell_1+\ell_2)}$, such that $L \geq 0, XL = A_d X$ and $\bar{1}L = \bar{1}$, where $X = [x^1, \ldots, x^{\ell_1}, \hat{x}^1, \ldots, \hat{x}^{\ell_2}], \bar{1} = (1_{\ell_1}, 0_{\ell_2}), \bar{1} = 1_{\ell_1+\ell_2}$.

**Proof.** Note that $P$ given as in (7.2) is an invariant set for the discrete system if and only if $A_d x^i \in P$, for all $i \in \mathcal{I}(\ell_1)$, and $A(O^+P) \subseteq O^+P$, where $O^+P$ denotes the recession cone of $P$. Since $O^+P$ is generated by the vectors $\hat{x}^j$, where $j \in \mathcal{I}(\ell_2)$, we have $A_d(O^+P) \subseteq O^+P$, which can be rewritten as $A_d \hat{x}^j \in P$, for all $j \in \mathcal{I}(\ell_2)$. Then for all $p_1 \in \mathcal{I}(\ell_1)$, there exist $\theta^i_{p_1}, \theta^j_{p_1} \geq 0$, such that $\sum_{p_1=1}^{\ell_1} \theta^i_{p_1} = 1, \sum_{p_1=1}^{\ell_1} \theta^j_{p_1} = 1$, and for all $p_2 \in \mathcal{I}(\ell_2)$, there exist
\[ \hat{\theta}^i_{p_2}, \hat{\theta}^j_{p_2} \geq 0, \text{ such that} \]

\[
A_d \hat{x}^i = \sum_{p_1=1}^{\ell_1} \theta^i_{p_1} x^{p_1} + \sum_{p_2=1}^{\ell_2} \hat{\theta}^i_{p_2} x^{p_2}, \quad A_d \hat{x}^j = \sum_{p_2=1}^{\ell_2} \hat{\theta}^j_{p_2} x^{p_2}.
\]

(2.1)

Let \( L = [\theta^1, \ldots, \theta^{\ell_1}, \hat{\theta}^1, \ldots, \hat{\theta}^{\ell_2}] \), then the theorem is immediate by (2.1).

Observe again that the condition in Theorem 2.2.5 is also a linear inequality system, thus this condition can be verified in polynomial time by using IPMs.

A polyhedral cone is a special polyhedral set, thus we have the following invariance condition of a polyhedral cone for discrete systems.

**Corollary 2.2.6.** 1). A polyhedral cone \( \mathcal{C}_P \) given as in (7.3) is an invariant set for the discrete system (1.1) if and only if there exists a matrix \( H \in \mathbb{R}^{m \times m} \), such that \( H \geq 0 \) and \( HG = GA_d \).

2). A polyhedral cone \( \mathcal{C}_P \) given as in (7.4) is an invariant set for the discrete system (1.1) if and only if there exists a matrix \( L \in \mathbb{R}^{\ell \times \ell} \), such that \( L \geq 0 \) and \( XL = A_d X \), where \( X = [\hat{x}^1, \ldots, \hat{x}^\ell] \).

**Verifying if a polyhedral set is an invariant set:** For a given polyhedral set and a discrete system, according to Theorem 2.2.4 (Theorem 2.2.5, or Corollary 2.2.6), to determine whether the set is an invariant set for the system is equivalent to verify the existence of a nonnegative matrix \( H \) (or \( L \)), which is actually a linear optimization problem. Rather than computing \( H \) (or \( L \)) directly, it is more efficient to independently solve all the small subproblems. Let us choose polyhedron \( \mathcal{P} \) as given in (7.1) and Theorem 2.2.4 as an example to illustrate this idea. We can independently examine the feasibility of the subproblems. Find \( h_i \in \mathbb{R}^n \), such that \( h_i^T G = G_i^T A_d, h_i \geq 0, \) and \( h_i^T b \leq b_i \), for all \( i \in \mathcal{I}(m) \). Clearly, these are linear feasibility problems which can be considered as special cases of linear optimization problems, see, e.g., [34]. A linear optimization problem can be solved in polynomial time, e.g., by using interior point methods [56]. In fact, we note that for each \( i \), we can write \( h_i^T G = G_i^T A_d, h_i \geq 0, \) and \( h_i^T b \leq b_i \) in the form of \( \bar{A}x = b, x \geq 0 \), where \( A \in \mathbb{R}^{2 \times (m+1)} \) and \( b \in \mathbb{R}^2 \). So each of this problem has exactly 2 equality constraints. For such problem, the
number of constraint is at most \( m(m + 1)/2 \), then all finite pivot algorithms are also polynomial time. Actually, this is strongly polynomial time. If all of these linear optimization problems are feasible, then their solutions form a nonnegative matrix \( H \) that satisfies the condition in Theorem 2.2.4. Otherwise, we can conclude that the set is not an invariant set for the system, and computation is terminated at the first infeasible subproblem.

2.2.1.2 Invariance Conditions for Continuous Systems

According to the results presented in Chapter 3, we have that both the forward and backward Euler methods are invariance preserving for a polyhedral set. Blanchini [10, 13] presents the connection between invariant sets for continuous and discrete systems by using the forward Euler method. The discrete system obtained by using the forward Euler method is referred to as Euler Approximating System [10, 13]. We first present the following invariance condition which is obtained by using Nagumo’s Theorem 7.2.5. For \( x \in \mathcal{P} \), let \( \mathcal{I}_x \) denote the set of indices of the constraints which are active at \( x \), i.e., the corresponding linear inequality holds as equality at \( x \). Clearly, we have \( x \in \partial \mathcal{P} \) if and only if \( \mathcal{I}_x \neq \emptyset \).

Lemma 2.2.7. Let a polyhedron \( \mathcal{P} \) be given as in (7.1), and \( \mathcal{I}_x \neq \emptyset \). Then \( \mathcal{P} \) is an invariant set for the continuous system (1.2) if and only if for every \( x \in \partial \mathcal{P} \), i.e., \( G_i^T x = b_i \), for \( i \in \mathcal{I}_x \), we have

\[
G_i^T A_c x \leq 0, \ i \in \mathcal{I}_x. \tag{2.2}
\]

Proof. The tangent cone at \( x \), where \( G_i^T x = b_i \) for \( i \in \mathcal{I}_x \), is \( T_{\mathcal{P}}(x) = \{ y \mid G_i^T y \leq 0, i \in \mathcal{I}_x \} \) (see [35, p.138]). Then the lemma immediately follows from Nagumo’s Theorem 7.2.5.

We now present another invariance condition of a polyhedron in the form of (7.1) for the continuous system (1.2). The following theorem can also be found in Castelan and Hennet [19, Proposition 1].

Theorem 2.2.8. A polyhedron \( \mathcal{P} \) given as in (7.1) is an invariant set for the continuous system (1.2) if and only if there exists a matrix \( \tilde{H} \in \mathbb{R}^{m \times m} \), such that \( \tilde{H} \geq 0, \tilde{H} G = G A_c \) and \( \tilde{H} b \leq 0 \).
Proof. We first consider the “if” part. Note that if \( \tilde{H}G = GA_c \), then we have \( \tilde{H}_i^T G x = G_i^T A_c x \), for every \( i \in \mathcal{I}(n) \). Since \( \tilde{H} \succeq 0 \) and \( x \in \partial \mathcal{P} \),

\[
\begin{align*}
\text{when } j = i, \quad \text{we have } \tilde{h}_{ii} \in \mathbb{R} \text{ and } G_i^T x = b_i, \\
\text{when } j \neq i, \quad \text{we have } \tilde{h}_{ij} \geq 0 \text{ and } G_j^T x \leq b_j,
\end{align*}
\]

(2.3)

where \( \tilde{h}_{ij} \) is the \((i,j)\)-th entry of \( \tilde{H} \). According to (2.3), we have \( \sum_{j=1}^{m} \tilde{h}_{ij}(G_j^T x - b_j) \leq 0 \), i.e., \( \tilde{H}_i^T G x \leq \tilde{H}_i^T b \). Since \( \tilde{H} b \leq 0 \), we have \( \tilde{H}_i^T b \leq 0 \). Then, we have \( G_i^T A_c x = \tilde{H}_i^T G x \leq \tilde{H}_i^T b \leq 0 \). According to Lemma 2.2.7, we have that \( \mathcal{P} \) is an invariant set for the continuous system.

Now we consider the “only if” part. According to Theorem 2.2.1, we have that there exists a \( \check{\tau} > 0 \), such that \( \mathcal{P} \) is also an invariant set for the discrete system \( x_{k+1} = (I + A_c \Delta t)x_k \), for every \( 0 \leq \Delta t \leq \check{\tau} \). Then, according to Theorem 2.2.4, there exists a matrix \( H(\Delta t) \succeq 0 \), such that \( H(\Delta t)G = G(I + A_c \Delta t) \), and \( H(\Delta t)b \leq b \), i.e.,

\[
\frac{H(\Delta t) - I}{\Delta t} G = GA_c, \quad \text{and} \quad \frac{H(\Delta t) - I}{\Delta t} b \leq 0.
\]

(2.4)

Clearly \( \tilde{H} = \frac{H(\Delta t) - I}{\Delta t} \) for \( \Delta t > 0 \) satisfies this theorem.

We consider the invariance condition of the polyhedron in the form of (7.2) for the continuous system (1.2). For an arbitrary convex set in \( \mathbb{R}^n \), we have the following conclusion

Lemma 2.2.9. Let \( \mathcal{S} \) be a convex set in \( \mathbb{R}^n \). For any \( \ell \in \mathbb{N} \) and \( x, y_1, y_2, \ldots, y_\ell \in \mathcal{S} \) satisfying \( x = \sum_{i=1}^{\ell} \beta_i y_i \), where \( \sum_{i=1}^{\ell} \beta_i = 1 \) and \( \beta_i > 0 \) for every \( i \in \mathcal{I}(\ell) \), we have \( \mathcal{T}_\mathcal{S}(y_i) \subseteq \mathcal{T}_\mathcal{S}(x) \) for every \( i \in \mathcal{I}(\ell) \).

Proof. We denote \( \text{cone}(x, \mathcal{S}) = \{ \alpha(y-x) \mid y \in \mathcal{S}, \alpha \geq 0 \} \), then we have that \( \mathcal{T}_\mathcal{S}(x) \) is the same as the topological closure of \( \text{cone}(x, \mathcal{S}) \). Let \( \Phi(x) \) denote the face of \( \mathcal{S} \) generated by \( x \), i.e., the set \( \{ y \in \mathcal{S} \mid \mu x + (1 - \mu) y \in \mathcal{S} \text{ for some } \mu > 1 \} \). We first show that for any \( x, u \in \mathcal{S} \), if \( u \in \Phi(x) \), then \( \mathcal{T}_\mathcal{S}(u) \subseteq \mathcal{T}_\mathcal{S}(x) \). In fact, by definition of \( \Phi(x) \) there exists \( \mu > 1 \), such that \( v := \mu x + (1 - \mu) u \in \mathcal{S} \). Then we have \( x = (1 - \alpha)u + \alpha v \) for some \( \alpha, 0 < \alpha < 1 \). Note that for any \( y \in \mathcal{S} \), we have \((1 - \alpha)y + \alpha v \in \mathcal{S} \) and \([(1 - \alpha)y + \alpha v] - x = (1 - \alpha)(y - u) \). It follows that \( \text{cone}(u, \mathcal{S}) \subseteq \text{cone}(x, \mathcal{S}) \). By taking the closure of both sides, we have \( \mathcal{T}_\mathcal{S}(u) \subseteq \mathcal{T}_\mathcal{S}(x) \).
Since $\sum_{i=1}^{\ell} \beta_i = 1$ and $\beta_i > 0$ for every $i \in \mathcal{I}(\ell)$, $y^i \in \Phi(x)$, for every $i \in \mathcal{I}(\ell)$ we have $y^i \in \Phi(x)$, the lemma follows immediately. \hfill \square

For the polyhedron $\mathcal{P}$ given as in (7.2), a vertex of $\mathcal{P}$ is given as $x^i$, for some $i \in \mathcal{I}(\ell_1)$, and an extreme ray of $\mathcal{P}$ is represented as $x^i + \alpha \hat{x}^j$, $\alpha > 0$, for some $i \in \mathcal{I}(\ell_1)$ and $j \in \mathcal{I}(\ell_2)$. Applying Lemma 2.2.9 to $\mathcal{P}$, we have the following Corollary 2.2.10 about the relationship between tangent cones at a vector and the vertices and extreme rays of $\mathcal{P}$. Note that $\mathcal{T}_\mathcal{P}(x) = \mathbb{R}^n$ for every $x \in \text{int}(\mathcal{S})$, thus Corollary 2.2.10 is only nontrivial for $x \in \partial \mathcal{P}$.

**Corollary 2.2.10.** Let a polyhedron $\mathcal{P}$ be given as in (7.2), and $x \in \mathcal{P}$ be a point in $\mathcal{P}$ given as in formula (7.2). Let $\mathcal{I}_1 = \{i \in \mathcal{I}(\ell_1) \mid \theta_i > 0\}$ and $\mathcal{I}_2 = \{j \in \mathcal{I}(\ell_2) \mid \hat{\theta}_j > 0\}$. Then $\mathcal{T}_\mathcal{P}(x^i) \subseteq \mathcal{T}_\mathcal{P}(x)$ and $\mathcal{T}_\mathcal{P}(x^i + \alpha \hat{x}^j) = \mathcal{T}_\mathcal{P}(x^i + \hat{x}^j) \subseteq \mathcal{T}_\mathcal{P}(x)$ for $i \in \mathcal{I}_1, j \in \mathcal{I}_2$, and $\alpha > 0$, where $x^i + \alpha \hat{x}^j$ is an extreme ray of $\mathcal{P}$.

Let us consider a polytope $\tilde{\mathcal{P}}$ generated by $\{x^1, x^2, ..., x^{\ell_1}\}$ as its vertices. Then, according to [10], we have that $\mathcal{T}_\mathcal{P}(x^i)$ can be generated as a conic combination of $x^p - x^i$ for all $p \in \mathcal{I}(\ell_1)$, i.e., $\mathcal{T}_\mathcal{P}(x^i) = \{y \mid y = \sum_{p=1}^{\ell_1} \alpha_p (x^p - x^i), \alpha_p \geq 0\}$. Let $\alpha_i = \sum_{p=1, p \neq i}^{\ell_1} \alpha_p$. Then we have

$$\mathcal{T}_\mathcal{P}(x^i) = \{y \mid y = \sum_{p=1}^{\ell_1} \alpha_p x^p, \alpha_p \geq 0, p \neq i, \sum_{p=1}^{\ell_1} \alpha_p = 0\}.$$  

By a similar argument, we have that the exact representations of the tangent cones at vertices or extreme rays of $\mathcal{P}$ given as in (7.2) are presented in Lemma 2.2.11.

**Lemma 2.2.11.** Let a polyhedron $\mathcal{P}$ be given as in (7.2), and $\mathcal{I}_1' = \{i \in \mathcal{I}(\ell_1) \mid$ for any $j \in \mathcal{I}(\ell_2), x^i + \hat{x}^j$ is not an extreme ray,$\}, \mathcal{I}_1'' = \mathcal{I}(\ell_1) \setminus \mathcal{I}_1'$, then

1). For every $i \in \mathcal{I}_1'$, we have

$$\mathcal{T}_\mathcal{P}(x^i) = \{y \in \mathbb{R}^n \mid y = \sum_{p=1}^{\ell_1} \alpha_p x^p, \alpha_p \geq 0, p \neq i, \sum_{p=1}^{\ell_1} \alpha_p = 0\}.$$  

2). For every $i \in \mathcal{I}_1''$, we have

$$\mathcal{T}_\mathcal{P}(x^i) = \{y \in \mathbb{R}^n \mid y = \sum_{p=1}^{\ell_1} \alpha_p x^p + \sum_{q=1}^{\ell_2} \hat{\alpha}_q \hat{x}^q, \alpha_p, \hat{\alpha}_q \geq 0, p \neq i, \sum_{p=1}^{\ell_1} \alpha_p = 0\}.$$  
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3). For every \( i \in I_1^o \) and \( j \in I(\ell_2) \) such that \( x^i + \hat{x}^j \) is an extreme ray, we have

\[
\mathcal{T}_P(x^i + \hat{x}^j) = \{ y \in \mathbb{R}^n \mid y = \sum_{q=1}^{\ell_2} \alpha_q \hat{x}^q, \alpha_q \geq 0, j \neq q \}. 
\]

**Lemma 2.2.12.** Let \( \mathcal{C} \) be a closed convex cone. If \( x + \alpha y \in \mathcal{C} \) for all \( \alpha > 0 \), then \( x, y \in \mathcal{C} \).

The following lemma presents an invariance condition for a polyhedron in the form of (7.2) for the continuous system (1.2).

**Lemma 2.2.13.** Let a polyhedron \( \mathcal{P} \) be given as in (7.2). Then \( \mathcal{P} \) is an invariant set for the continuous system (1.2) if and only if \( A_c x^i \in \mathcal{T}_P(x^i) \) and \( A_c \hat{x}^j \in \mathcal{T}_P(x^i + \hat{x}^j) \) for \( i \in I(\ell_1) \) and \( j \in I(\ell_2) \), respectively, where \( x^i + \alpha \hat{x}^j \) for \( \alpha \geq 0 \) is an extreme ray of \( \mathcal{P} \).

**Proof.** We first consider the “only if” part. According to Nagumo’s Theorem 7.2.5, for any \( i \in I(\ell_1) \) and \( j \in I(\ell_2) \) when \( x^i + \alpha \hat{x}^j \) for \( \alpha \geq 0 \) is an extreme ray, we have \( A_c x^i \in \mathcal{T}_P(x^i) \) and \( A_c (x^i + \alpha \hat{x}^j) \in \mathcal{T}_P(x^i + \hat{x}^j) \). By Lemma 2.2.12, this implies that \( A_c \hat{x}^j \in \mathcal{T}_P(x^i + \hat{x}^j) \).

For the “if” part, we choose \( x \in \mathcal{P} \). We represent \( x \) as \( x = \sum_{i \in I_1} \theta_i x^i + \sum_{j \in I_2} \theta_j \hat{x}^j \), where \( I_1 = \{ i \in I(\ell_1) \mid \theta_i > 0 \} \) and \( I_2 = \{ j \in I(\ell_2) \mid \theta_j > 0 \} \). Then according to Corollary 2.2.10, we have \( A_c x = \sum_{i \in I_1} \theta_i A_c x^i + \sum_{j \in I_2} \theta_j A_c \hat{x}^j \in (\cup_{i \in I_1} \mathcal{T}_P(x^i)) \cup (\cup_{j \in I_2} \mathcal{T}_P(x^i + \hat{x}^j)) \subseteq \mathcal{T}_P(x) \). Finally, the “if” part follows by Nagumo’s Theorem 7.2.5.

By Lemma 2.2.11 and Lemma 2.2.13, the following corollary is immediate.

**Corollary 2.2.14.** Let a polyhedron \( \mathcal{P} \) be given as in (7.2). Then \( \mathcal{P} \) is an invariant set for the continuous system (1.2) if and only if for \( x^i, i \in I(\ell_1) \), there exist \( \alpha_p^i, \hat{\alpha}_q^i \geq 0 \) for \( p \neq i \), \( \alpha_1^i \leq 0 \), and \( \hat{\alpha}_1^i \in \mathbb{R} \), such that

\[
A_c x^i = \sum_{p=1}^{\ell_1} \alpha_p^i x_p + \sum_{q=1}^{\ell_2} \hat{\alpha}_q^i \hat{x}^q, \quad \text{and} \quad \sum_{p=1}^{\ell_1} \alpha_p^i = 0, \quad (2.5)
\]

for \( \hat{x}^j, j \in I(\ell_2) \), there exist \( \hat{\alpha}_q^j \geq 0 \) for \( q \neq j \), and \( \hat{\alpha}_1^j \in \mathbb{R} \), such that \( A_c \hat{x}^j = \sum_{q=1}^{\ell_2} \hat{\alpha}_q^j \hat{x}^q \).

**Theorem 2.2.15.** A polyhedron \( \mathcal{P} \) given as in (7.2) is an invariant set for the continuous system (1.2) if and only if there exists a matrix \( \tilde{L} \in \mathbb{R}^{(\ell_1 + \ell_2) \times (\ell_1 + \ell_2)} \), such that \( \tilde{L} \geq 0 \), \( X \tilde{L} = A_c X \), and \( \bar{1} \tilde{L} = 0 \), where \( X = [x^1, ..., x^{\ell_1}, \hat{x}^1, ..., \hat{x}^{\ell_2}] \), \( \bar{1} = [1_{\ell_1}, 0_{\ell_2}] \).
Proof. This proof is similar to the one given in Theorem 2.2.8. We denote the \( i \)-th column of \( \tilde{L} \) by \( (l_{1,i}, \ldots, l_{\ell_1+\ell_2,i})^T \).

For the “if” part, we consider \( x_i \) with \( i \in I(\ell_1) \). Since \( \tilde{L} \geq 0 \), \( X\tilde{L} = A_c X \), and \( \tilde{I}L = 0 \), we have \( A_c x_i = \sum_{p=1}^{\ell_1} l_{p,i} x_i + \sum_{q=1}^{\ell_2} l_{1+q,i} \hat{x}_q \), with \( \sum_{p=1}^{\ell_1} l_{p,i} = 0 \), and \( l_{p,i} \geq 0 \), for \( p \neq i \). The argument for \( \hat{x}_j \) with \( j \in I(\ell_2) \) is similar. Then, according to Corollary 2.2.14, we have that \( \mathcal{P} \) is an invariant set for the continuous system.

For the “only if” part, the proof is similar to the one in Theorem 2.2.8. According to Theorem 2.2.1 and Theorem 2.2.5, we know that there exists a nonnegative matrix \( L(\Delta t) \) and a scalar \( \hat{\tau} > 0 \), such that \( XL(\Delta t) = (I + \Delta t A_c) X \), \( \tilde{1}L(\Delta t) = \tilde{1} \), for \( 0 \leq \Delta t \leq \hat{\tau} \), i.e.,

\[
X \frac{L(\Delta t) - I}{\Delta t} = A X, \quad \tilde{1} \frac{L(\Delta t) - I}{\Delta t} = \tilde{0}.
\]

Let \( \tilde{L} = \frac{L(\Delta t) - I}{\Delta t} \), the theorem is immediate. \( \square \)

Since the invariance conditions for a polyhedral cone given in the two different forms can be obtained by similar discussions as above, we only present these invariance conditions without providing the proofs.

**Corollary 2.2.16.** The following two statements hold:

1. A polyhedral cone \( \mathcal{C}_P \) given as in (7.3) is an invariant set for the continuous system (1.2) if and only if there exists a matrix \( \tilde{H} \in \mathbb{R}^{m \times m} \), such that \( \tilde{H} \geq 0 \) and \( \tilde{H}G = GA_c \).

2. A polyhedral cone \( \mathcal{C}_P \) given as in (7.4) is an invariant set for the continuous system (1.2) if and only if there exists a matrix \( \tilde{L} \in \mathbb{R}^{\ell \times \ell} \), such that \( \tilde{L} \geq 0 \) and \( X\tilde{L} = A_c X \), where \( X = [\hat{x}_1, \ldots, \hat{x}_\ell] \).

Verifying if a polyhedral set is an invariant set for a continuous system: Analogous to the discussion in Section 2.2.1.1, according to Theorem 2.2.15 and Corollary 2.2.16, verifying if a polyhedron given as in (7.2) or polyhedral cone given as in (7.4) is an invariant set for the continuous system (1.2) can be done by solving a series of linear optimization problems.
2.2.2 Ellipsoids

In this section, we consider invariance conditions for ellipsoids, which are represented by a quadratic inequality.

2.2.2.1 Invariance Conditions for Discrete Systems

The $S$-lemma 7.2.2 and Proposition 1.1.3 are our main tools to obtain the invariance condition of an ellipsoid for a discrete system. First, we present a technical lemma.

Lemma 2.2.17. Let $Q$ be an $n \times n$ real symmetric matrix and let $\alpha$ be a given real number. Then $x^TQx \geq \alpha$ for all $x \in \mathbb{R}^n$ if and only if $Q \succeq 0$, and $\alpha \leq 0$.

Theorem 2.2.18. An ellipsoid $E$ given as in (7.5) is an invariant set for the discrete system (1.1) if and only if

$$\exists \mu \in [0,1], \text{ such that } A_d^TQA_d - \mu Q \preceq 0.$$ (2.6)

Proof. According to Proposition 1.1.3, to prove this theorem is equivalent to prove $E \subseteq E'$, where $E = \{x \mid x^TQx \leq 1\}$ and $E' = \{x \mid x^TA_d^TQA_dx \leq 1\}$. Clearly, $E \subseteq E'$ holds if and only if the following inequality system has no solution:

$$-x^TA_d^TQA_dx + 1 < 0, \quad x^TQx - 1 \leq 0.$$ (2.7)

Note that the left sides of the two inequalities in (2.7) are both quadratic functions, thus, according to the $S$-lemma, we have that (2.7) has no solution is equivalent to that there exists $\mu \geq 0$, such that $-x^TA_d^TQA_dx + 1 + \mu(x^TQx - 1) \geq 0$, or equivalently,

$$x^T(\mu Q - A_d^TQA_d)x \geq \mu - 1, \quad \text{for all } x \in \mathbb{R}^n.$$ (2.8)

The theorem follows by applying Lemma 2.2.17 to (2.8). \qed

We can also consider an ellipsoid as an invariant set for a system in the following perspective. Invariance of a bounded set for a system is possible only if the system is non-expansive, which means that for discrete system (1.1), all eigenvalues of $A_d$ are in a closed
unit disc of the complex plane. Then it becomes clear that (2.6) has a solution only if (1.1)
is non-expansive, i.e., the trajectory of (1.1) is non-expansive. One can conclude from this
that there is an invariant ellipsoid for (1.1) if and only if (2.6) has a solution for a positive
definite $Q$. Moreover, the smallest $\mu$ solving (2.6) is the largest eigenvalue of $W A_d^T QA_d W$, where $W$ is the symmetric positive definite square root of $Q^{-1}$, i.e., $W^2 = Q^{-1}$.

We now present two examples such that condition (2.6) does not hold for $\mu \notin [0, 1]$. First, let $Q$ be positive definite and $\mu < 0$, then $A_d^T QA_d - \mu Q$ is always a positive definite matrix. Thus condition (2.6) does not hold. Second, let $Q$ be positive definite and $\mu > 1$, consider the discrete system $x_{k+1} = -x_k$. One can prove that $\{x \mid x^T Q x \leq 1\}$ is an invariant set for this discrete system. However, in this case, we have $A_d^T QA_d - \mu Q = (1 - \mu)Q$, which is always a negative definite matrix. Thus condition (2.6) does not hold either.

Apart from its simplicity, another advantage of the approach given in the proof of
Theorem 2.2.18 is that it obtains a sufficient and necessary condition. Also, this approach
highlights the close relationship between the theory of invariant sets and the Theorem of
Alternatives, which is a fundamental result in the theory of optimization.

**Corollary 2.2.19.** Condition (2.6) holds if and only if

$$\exists \nu \in [0, 1], \text{ such that } \tilde{Q} = \begin{pmatrix} Q^{-1} & A_d \\ A_d^T & \nu Q \end{pmatrix} \succeq 0. \tag{2.9}$$

**Proof.** First, $Q \succ 0$ yields $Q^{-1} \succ 0$. By Schur’s lemma [18], $\tilde{Q} \succeq 0$ if and only if its Schur complement $\nu Q - A_d^T (Q^{-1})^{-1} A_d = \nu Q - A_d^T QA_d \succeq 0$, i.e., if (2.6) holds. \hfill \square

**Corollary 2.2.20.** Condition (2.6) holds if and only if

$$A_d^T QA_d - Q \preceq 0. \tag{2.10}$$

**Proof.** The “if” part is immediate by letting $\mu = 1$ in (2.6). For the “only if” part, we let $\nu = 1 - \mu$, which, by reformulating (2.6), yields $A_d^T QA_d - Q \preceq -\nu Q \preceq 0$, for $\nu \in [0, 1]$, where the second “$\preceq$” holds due to the fact that $\nu \geq 0$ and $Q > 0$. \hfill \square

The left side of (2.10) is called the Lyapunov operator [17] in discrete form or Stein
transformation [61] in dynamical systems. Corollary 2.2.20 is consistent with the invariance condition of an ellipsoid for discrete systems given as in [13, 17]. The invariance condition presented in [13] is the same as (2.10) without the equality. This is since contractivity rather than invariance of a set for a system is analyzed in [13]. Lyapunov method is used to derive condition (2.10) in [17]. Apparently, condition (2.10) is easier to apply than condition (2.6), since the former one involves only the ellipsoid and the system.

The attentive reader may observe that the positive definiteness assumption for matrix $Q$ is never used in the proof of Theorem 2.2.18. That assumption was only needed to ensure that the set $S$ is convex. Recall that the quadratic functions in the $S$-lemma are not necessarily convex, thus we can extend Theorem 3.16 to more general sets which are represented by a quadratic inequality.

**Theorem 2.2.21.** A set $S = \{x \in \mathbb{R}^n \mid x^T Q x \leq 1\}$, where $Q \in \mathbb{R}^{n \times n}$, is an invariant set for the discrete system (1.1) if and only if

$$\exists \mu \in [0, 1], \text{ such that } A_d^T Q A_d - \mu Q \preceq 0.$$  \hspace{1cm} (2.11)

The proof of Theorem 2.2.21 is the same as that of Theorem 2.2.18, so we do not duplicate that proof here. A trivial example that satisfy the condition in is given by choosing $Q$ to be any indefinite matrix, $A_d = I$, and we choose $\mu = 1$. It is easy to see that for this choice condition (2.11) holds. Further exploring the implications of possibly using nonconvex and unbounded invariant sets is far from the main focus of this chapter, so this topic remains the subject of further research.

Verifying if an ellipsoid for $S = \{x \in \mathbb{R}^n \mid x^T Q x \leq 1\}$ is an invariant set: Conditions (2.9) and (2.11) are semidefinite optimization feasibility problems, so they can be solved in polynomial time, e.g., by using SeDuMi [65].

**2.2.2.2 Invariance Conditions for Continuous Systems**

We first present an interesting result about the solution of continuous system.

**Proposition 2.2.22.** The solution of the continuous system (1.2) is on the boundary of the ellipsoid $E$ given as in (7.5) (or the Lorenz cone $C_L$ given as in (7.6)) whenever $x_0 \in \partial E$ (or
\( x_0 \in \partial C_L \) if and only if

\[
\sum_{i=0}^{k-1} \frac{1}{(k-1)!} \binom{k-1}{i} (A_c^i)^T QA_c^{k-i-1} = 0, \text{ for } k = 2, 3, \ldots \tag{2.12}
\]

**Proof.** We consider only ellipsoids, and the proof for Lorenz cones is analogous. The solution of (1.2) is given as

\[ x(t) = e^{A_c t} x_0, \]

thus

\[ x(t) \in \partial E \text{ if and only if } x^T \tilde{Q} e^{A_c t} x_0 = 1, \]

which can be expanded, by substituting

\[ e^{A_c t} = \sum_{i=0}^{\infty} \frac{1}{i!} A_c^i t^i, \]

as

\[
\sum_{i=0}^{\infty} \frac{1}{(i)!} (k-i-1)! \binom{k-1}{i} (A_c^i)^T QA_c^{k-i-1},
\]

for any \( x^T \tilde{Q} x_0 = 1 \) and \( t \geq 0 \). Thus, \( \tilde{Q}_{k-1} = 0 \), for \( k \geq 2 \). Also, note that

\[ \frac{1}{(k-1)!} \binom{k-1}{i} = \frac{1}{(i)!(k-i-1)!}, \]

thus condition (2.12) is immediate. \( \square \)

In particular, when \( k = 2 \), condition (2.12) yields \( A_c^T Q + QA_c = 0 \). The left hand side of this equation is called Lyapunov operator in continuous form. The following invariance conditions is first given by Stern and Wolkowicz [64], where they consider only Lorenz cones and their proof is using the concept of cross-positivity. Here we present a simple proof.

**Lemma 2.2.23.** [64] An ellipsoid \( E \) given in the form of (7.5) (or a Lorenz cone \( C_L \) given in the form of (7.6)) is an invariant set for the continuous system (1.2) if and only if

\[ (A_c x)^T Q x \leq 0, \text{ for all } x \in \partial E \text{ (or } x \in \partial C_L). \tag{2.13} \]

**Proof.** We consider only ellipsoids, and the proof is analogous for Lorenz cones. Note that

\[ \partial E = \{ x \mid x^T Q x = 1 \}, \]

thus the outer normal vector of \( E \) at \( x \in \partial E \) is \( Q x \). Then we have

\[ T_E(x) = \{ y \mid y^T Q x \leq 0 \}, \]

thus this theorem follows by Theorem 7.2.5. \( \square \)

We now present a sufficient and necessary condition that an ellipsoid is invariant for the continuous system.

**Theorem 2.2.24.** An ellipsoid \( E \) given as in (7.5) is an invariant set for the continuous system (1.2) if and only if

\[ A_c^T Q + QA_c \preceq 0. \tag{2.14} \]
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Proof. According to Lemma 2.2.23, we have that condition (2.13) holds, i.e., \( E \) is an invariant set for the continuous system if and only if

\[
x^T(A_c^TQ + QA_c)x \leq 0, \text{ for all } x \in \partial E.
\]  

(2.15)

Clearly (2.14) implies (2.15). Now assume (2.15) holds, then for all nonzero \( y \in \mathbb{R}^n \), there exists an \( x \in \partial E \) and \( \gamma > 0 \), such that \( y = \gamma x \). Then

\[
y^T(A_c^TQ + QA_c)y = \frac{1}{\gamma^2}x^T(A_c^TQ + QA_c)x \leq 0,
\]

which yields condition (2.14). \( \square \)

The presented method in the proof of Theorem 2.2.24 is simpler than the traditional Lyapunov method to derive the invariance condition. However, the approach in the proof cannot be used for Lorenz cones, since the origin is not in the interior of Lorenz cones.

2.2.3 Lorenz Cones

A Lorenz cone \( \mathcal{C}_L \) given as in (7.6) can also be represented by a quadratic form, but the way to obtain the invariance condition of a Lorenz cone for discrete systems is much more complicated than that for an ellipsoid. The difficulty is mainly due to the existence of the second constraint in (7.6).

2.2.3.1 Invariance Conditions for Discrete Systems

The representation of the nonconvex set \( \mathcal{C}_L \cup (-\mathcal{C}_L) = \{x \mid x^TQx \leq 0\} \) involves only the quadratic form, which is almost the same as an ellipsoid. We can first derive the invariance condition of this set for discrete system. Recall that the S-lemma does not require that the quadratic functions have to be convex, thus the S-lemma is still valid for the nonconvex set.

**Theorem 2.2.25.** The nonconvex set \( \mathcal{C}_L \cup (-\mathcal{C}_L) \) is an invariant set for the discrete system (1.1) if and only if

\[
\exists \mu \geq 0, \text{ such that } A_d^TQA_d - \mu Q \preceq 0.
\]

(2.16)

**Proof.** The proof is closely following the ideas in the proof of Theorem 2.2.18. The only difference is that the right side in (2.8) is 0 rather than \( 1 - \mu \), which is why the condition
\( \mu \leq 1 \) is absent in this case.

The invariance condition for \( C_L \cup (-C_L) \) shown in (2.16) is similar to the one proposed by Loewy and Schneider in [45]. They proved by contradiction using the properties of copositive matrices that when the rank of \( A_d \) is greater than 1, \( A_dC_L \subseteq C_L \) or \( -A_dC_L \subseteq C_L \) if and only if (2.16) holds. They also concluded (see [45, Lemma 3.1]) that when the rank of \( A_d \) is 1, \( A_dC_L \subseteq C_L \) if and only if there exist two vectors \( x, y \in C_L \), such that \( A_d = xy^T \).

The following example shows that for the given \( A_d \) and \( Q \), only \( \mu = 1 \) satisfies condition (2.16). Let \( A_d = Q = \text{diag}\{1, \ldots, 1, -1\} \). Then the Lorenz cone is an invariant set for the system, since such a Lorenz cone is a self-dual cone\(^3\). The left hand side in (2.16) is, however, now simplified to \((1 - \mu)Q\) which is negative semidefinite only for \( \mu = 1 \), because \( \text{inertia}\{Q\} = \{n - 1, 0, 1\} \).

In the case of ellipsoids, we used Schur’s lemma, see, e.g., [56], to simplify invariance condition (2.6) to (2.9), which was further simplified to the parameter free invariance condition (2.10). Although conditions (2.6) and (2.16) are similar, it seems to be impossible to develop a parameter free condition analogous to (2.10) for Lorenz cones. This is due to the fact that matrix \( Q \) for a Lorenz cone is neither positive nor negative semidefinite.

To find the scalar \( \mu \) in (2.16) is essentially a semidefinite optimization (SDO) problem, and it is shown to be solve in polynomial time, see, e.g., [73]. Various celebrated SDO solvers, e.g., SeDuMi [65], CVX [28], and SDPT3 [71] have been shown robust performance in solving a SDO problems numerically.

**Corollary 2.2.26.** If \( \lambda_1(A_d^TQA_d) \leq 0 \), then the Lorenz cone \( C_L \) given as in (7.6) is an invariant set for the discrete system (1.1).

Corollary 2.2.26 gives a simple sufficient condition such that a Lorenz cone is an invariant set, but it is only valid when the \( A \) is a singular matrix. In fact, if \( A \) is nonsingular, by Sylvester’s law of inertia [36], we have that \( \lambda_1(A_d^TQA_d) > 0 \). When \( \lambda_1(A_d^TQA_d) \leq 0 \), we have that the rank of \( A_d \) is no more than 1. This is because, if the rank is larger than 1, then \( \text{range}(A_d) \cap \text{span}\{u_1, u_2, \ldots, u_{n-1}\} \) must be a nonzero subspace, because for example

---

\(^3\)A self-dual cone is a cone that coincides with its dual cone, where the dual cone for a cone \( C \) is defined as \( \{y \mid x^Ty \geq 0, \forall x \in C\} \).
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$A_dx$ is a nonzero vector in the intersection. Then $x^T(A_d^TQA_dx) > 0$, so we cannot have $\lambda_1(A_d^TQA_d) < 0$.

The interval of the scalar $\mu$ in (2.16) can be tightened by incorporating the eigenvalues and eigenvectors of $Q$. Such a tighter condition is presented in Corollary 2.2.27.

**Corollary 2.2.27.** If condition (2.16) holds, then

$$\max\left\{0, \max_{1 \leq i \leq n-1} \left\{ \frac{u_i^T A_d^T QA_d u_i}{\lambda_i} \right\}\right\} \leq \mu \leq \frac{u_n^T A_d^T QA_d u_n}{\lambda_n}. \quad (2.17)$$

**Proof.** Multiplying condition (2.16) by $u_i^T$ from the left and $u_i$ from the right, we have $u_i^T A_d^T QA_d u_i - \mu u_i^T Q u_i \leq 0$. Since $u_i^T Q u_i = \lambda_i u_i^T u_i = \lambda_i > 0$, for $i \in I(n-1)$, and $u_n^T Q u_n = \lambda_n < 0$, condition (2.17) follows immediately. \qed

Corollary 2.2.27 presents tighter bounds for the scalar $\mu$ in (2.17) in terms of an algebraic form. The existence of a scalar $\mu$ implies that the upper bound should be no less than the lower bound in (2.17). However, this is not always true. We now present a geometrical interpretation of the interval of the scalar $\mu$, that can be directly derived from Corollary 2.2.27.

**Corollary 2.2.28.** The relationship between the vector $A_d u_i$, and the scalars $u_i^T A_d^T QA_d u_i$, and $\mu$ are as follows:

- If $A_d u_n \notin C_L \cup (-C_L)$, then $\mu$ satisfying (2.17) does not exist.

- If $A_d u_i \in C_L \cup (-C_L)$ for all $i \in I(n-1)$, then
  
  - if $A_d u_n \in \partial C_L \cup (-\partial C_L)$ and (2.17) holds, then $\mu = 0$.
  
  - if $A_d u_n \in \text{int } C_L \cup (-\text{int } C_L)$ and (2.17) holds, then $\mu \in [0, \frac{u_n^T A_d^T QA_d u_n}{\lambda_n}]$.

- Let $I = \{i \mid A_d u_i \notin C_L \cup (-C_L)\}$. If the set $I \subseteq I(n-1)$ is nonempty, then
  
  - if $A_d u_n \in \partial C_L \cup (-\partial C_L)$, then $\mu$ satisfying (2.17) does not exist.

  - if $A_d u_n \in \text{int } (C_L) \cup (-\text{int } (C_L))$, then
    
    * if there exist $i^* \in I$, such that $\frac{u_i^* A_d^T QA_d u_i^*}{\lambda_i^*} > \frac{u_n^T A_d^T QA_d u_n}{\lambda_n}$, then $\mu$ satisfying (2.17) does not exist.
* otherwise, if (2.17) holds, then \( \mu \in \left[ \max_{i \in I} \left\{ \frac{u^T_i A^T_d Q A_d u_i}{\lambda_i} \right\}, \frac{u^T_n A^T_d Q A_d u_n}{\lambda_n} \right] \).

We now consider the invariance condition of a Lorenz cone \( \mathcal{C}_L \) given as in (7.6), which is a convex cone and can handle expansive systems.

**Lemma 2.2.29.** [64] A Lorenz cone \( \mathcal{C}_L \), given as in (7.6), can be written as \( T \mathcal{C}_L^* \), where \( \mathcal{C}_L^* \) is the standard Lorenz cone and \( T \) is the nonsingular matrix,

\[
T = \left[ \frac{u_1}{\sqrt{\lambda_1}}, \ldots, \frac{u_{n-1}}{\sqrt{\lambda_{n-1}}}, \frac{u_n}{\sqrt{-\lambda_n}} \right].
\] (2.18)

**Lemma 2.2.30.** A Lorenz cone \( \mathcal{C}_L \) given as in (7.6) is an invariant set for the discrete system (1.1) if and only if the standard Lorenz cone \( \mathcal{C}_L^* \) is an invariant set for the following discrete system

\[
x_{k+1} = T^{-1} A_d T x_k,
\] (2.19)

where \( T \) is defined by (2.18).

**Proof.** The Lorenz cone \( \mathcal{C}_L \) is an invariant set for (1.1) if and only if \( A_d \mathcal{C}_L \subseteq \mathcal{C}_L \). This holds if and only if \( A_d T \mathcal{C}_L^* \subseteq T \mathcal{C}_L^* \), which is equivalent to \( T^{-1} A_d T \mathcal{C}_L^* \subseteq \mathcal{C}_L^* \).

The invariance condition of a Lorenz cone for discrete systems is presented in Theorem 2.2.31. Although we have developed such invariance condition independently, it was brought to our attention recently that the invariance condition is the same as the one proposed by Aliluiko and Mazko in [1]. But our proof is more straightforward.

**Theorem 2.2.31.** A Lorenz cone \( \mathcal{C}_L \) (or \( -\mathcal{C}_L \)), given as in (7.6), is an invariant set for the discrete system (1.1) if and only if

\[
u^T_n A_d u_n \geq 0, \quad \nu^T_n A_d Q^{-1} A^T_d u_n \leq 0 \text{ and } \exists \mu \geq 0, \text{ such that } A^T_d Q A_d - \mu Q \preceq 0,
\] (2.20)

where \( u_n \) is the eigenvector corresponding to the unique negative eigenvalue \( \lambda_n \) of \( Q \).

**Proof.** Since \( A_d \mathcal{C}_L \subseteq \mathcal{C}_L \) if and only \( A_d (-\mathcal{C}_L) \subseteq -\mathcal{C}_L \), we only present the proof for \( \mathcal{C}_L \). For an arbitrary \( x \in \mathcal{C}_L \), by Theorem 2.2.25, we have that \( A_d x \in \mathcal{C}_L \) or \( A_d x \in -\mathcal{C}_L \) if and
only if condition (2.16) is satisfied. To ensure that only \( A_dx \in C_L \) holds, some additional conditions should be added.

According to Lemma 2.2.30, we may consider \( C^*_L \) and the discrete system (2.19), where the coefficient matrix, denoted by \( \tilde{A} \), can be explicitly written as

\[
\tilde{A} = T^{-1}A_dT = \begin{bmatrix}
  u_1^T A_d u_1 & \cdots & \sqrt{-\frac{\lambda}{\lambda_1}} u_1^T A_d u_n \\
  \vdots & \ddots & \vdots \\
  \sqrt{-\frac{\lambda_n}{\lambda_1}} u_n^T A_d u_1 & \cdots & u_n^T A_d u_n
\end{bmatrix}.
\]

Then, according to Theorem 2.2.25, condition (2.16) is equivalent to

\[
\exists \mu \geq 0, \text{ such that } (T^{-1}AT)^T \tilde{I} T^{-1}AT - \mu \tilde{I} \preceq 0,
\]

where \( \tilde{I} = \text{diag}\{1, ..., 1, -1\} \). Note that \( TTQT = \tilde{I} \), condition (2.21) is equivalent to

\[
\exists \mu \geq 0, \text{ such that } A^T_d Q A_d - \mu Q \preceq 0.
\]

Recall that we denote the \( i \)-th row of a matrix \( M \) by \( M_i^T \). Also, the second constraint in the formulae of \( C^*_L \) requires that for every \( x \in C^*_L \) the last coordinate in \( x \) is nonnegative. Since \( \tilde{A} C^*_L \subseteq C^*_L \), we have \( \tilde{A}_n^T x \geq 0 \), for all \( x \in C^*_L \). Note that \( C^*_L \) is a self-dual cone, we have \( \tilde{A}_n^T x \geq 0 \), for all \( x \in C^*_L \) if and only if \( \tilde{A}_n \in C^*_L \). Now we have

\[
\tilde{A}_n^T = \sqrt{-\lambda_n} \left( \frac{1}{\sqrt{\lambda_1}} u_n^T A_d u_1, \frac{1}{\sqrt{\lambda_2}} u_n^T A_d u_2, ..., \frac{1}{\sqrt{-\lambda_n}} u_n^T A_d u_n \right) = \sqrt{-\lambda_n} u_n^T A_d T.
\]

Substituting the value of \( \tilde{A}_n^T \) given by the right side of (2.22) into the first inequality in the formulae of \( C^*_L \), we have

\[
-\lambda_n (TT^T A_d^T u_n)^T \tilde{I} (TT^T A_d^T u_n) \leq 0.
\]

Since \( \lambda_n < 0 \) and \( TT^T = \sum_{i=1}^n \frac{u_i u_i^T}{\lambda_i} = Q^{-1} \), where the second equality is due to the spectral decomposition of \( Q^{-1} \), we have that (2.23) is equivalent to \( u_n^T A_d Q^{-1} A_d^T u_n \leq 0 \). Also, substituting (2.22) into the second inequality in the formulae of \( C^*_L \) yields \( u_n^T A_d u_n \geq 0 \).

The proof is complete. \( \square \)
Remark 2.2.32. The inequality system $u_n^T A_d Q^{-1} A_d^T u_n \leq 0$ and $u_n^T A_d u_n \geq 0$ holds if and only if $u_n^T A_d x \geq 0$, for all $x \in C_L$.

Proof. Since $x^T Q x \leq 0$ can be written as $x^T U \Lambda \frac{1}{2} \tilde{I} \Lambda \frac{1}{2} U^T x \leq 0$, we have $x \in C_L$ if and only if $\Lambda \frac{1}{2} U^T x \in C_L^*$. Similarly, since $Q^{-1} = U \Lambda^{-\frac{1}{2}} \tilde{I} \Lambda^{-\frac{1}{2}} U^T$, we have that $u_n^T A_d Q^{-1} A_d^T u_n \leq 0$ can be written as $u_n^T A_d U \Lambda^{-\frac{1}{2}} \tilde{I} \Lambda^{-\frac{1}{2}} U^T A_d^T u_n \leq 0$, which yields $\Lambda^{-\frac{1}{2}} U A_d^T Q^{-1} A_d U^T x \geq 0$, which can be simplified to $u_n^T A_d x \geq 0$, for all $x \in C_L$. □

The normal plane of the eigenvector $u_n$ that contains the origin separates $\mathbb{R}^n$ into two half spaces. Corollary 2.2.32 presents a geometrical interpretation that $A_d$ transforms the Lorenz cone $C_L$ to the half space that contains eigenvector $u_n$, i.e., $A_d C_L \subseteq \{ y \mid u_n^T y \geq 0 \}$. Moreover, note that $u_n^T A_c x = (A_d^T u_n)^T x$, which shows that the vector $A_d^T u_n$ is in the dual cone of $C_L$.

Corollary 2.2.33. If condition (2.20) holds, then

$$0 \leq \mu \leq \frac{u_n^T A_d^T Q A_d u_n}{\lambda_n}.$$  \hspace{1cm} (2.24)

Proof. The proof is analogous to the one given in the proof of Corollary 2.2.27. □

The interval for the scalar $\mu$ in condition (2.24) is wider and simpler than the one presented in Corollary 2.2.27. Analogous to Corollary 2.2.28, we present an intuitive geometrical interpretation of $\mu$ for Lorenz cones.

Corollary 2.2.34. The relationship between the vector $A_c u_n$, and the scalars $u_n^T A_d^T Q A_d u_n$, and $\mu$ are as follows:

- If $A_d u_n \notin C_L \cup (-C_L)$, then $\mu$ satisfying (2.24) does not exist.

- If $A_d u_n \in \partial C_L \cup (-\partial C_L)$ and (2.24) holds, then $\mu = 0$.

- If $A_d u_n \in \text{int}(C_L) \cup (-\text{int}(C_L))$ and (2.24) holds, then $\mu \in \left[ 0, \frac{u_n^T A_d^T Q A_d u_n}{\lambda_n} \right]$.  
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2.2.3.2 Invariance Conditions for Continuous Systems

Now we consider the invariance condition of Lorenz cones for continuous systems. We also need to analyze the eigenvalue of a sum of two symmetric matrices for the invariance conditions for continuous systems. The following lemma is a useful tool in our analysis.

It shows the fact that the spectrum of a matrix is stable under a small perturbation by another matrix. Since the statement is obvious, we omit the proof.

**Lemma 2.2.35.** Let $M$ and $N$ be two symmetric matrices. Then

- if there exists a $\hat{\tau} > 0$, such that $M + \tau N \preceq 0$, for $0 < \tau \leq \hat{\tau}$, then $M \preceq 0$.
- if $M \prec 0$, then there exists a $\hat{\tau} > 0$, such that $M + \tau N \preceq 0$, for $0 < \tau \leq \hat{\tau}$.

Similar to the case for discrete system, we first consider the invariance condition of the nonconvex set $C_L \cup (-C_L)$ for the continuous system.

**Theorem 2.2.36.** The nonconvex set $C_L \cup (-C_L)$ is an invariant set for the continuous system (1.2) if and only if

$$\exists \eta \in \mathbb{R}, \text{ such that } A_c^T Q + QA_c - \eta Q \preceq 0. \quad (2.25)$$

**Proof.** For the “if” part, i.e., condition (2.25) holds, then for every $x \in \partial C_L \cup (-\partial C_L)$, we have $(A_c x)^T Q x = (A_c x)^T Q x - \frac{\eta}{2} x^T Q x = \frac{1}{2} x^T (A_c^T Q + QA_c - \eta Q) x \leq 0$. Thus, by Nagumo’s Theorem 7.2.5, the set $C_L \cup (-C_L)$ is an invariant set for continuous system.

Next, we prove the “only if” part. According to Theorem 2.2.1, there exists a $\hat{\tau} > 0$, such that for every $0 \leq \Delta t \leq \hat{\tau}$, $C_L \cup (-C_L)$ is also an invariant set for $x_{k+1} = (I - A_c \Delta t)^{-1} x_k$.

By Theorem 2.2.25 and $(I - A_c \Delta t)^{-1} = I + A_c \Delta t + A_c^2 \Delta t^2 + \cdots$, we have

$$\exists \mu(\Delta t) \geq 0, \text{ such that } \frac{1 - \mu(\Delta t)}{\Delta t} Q + (A_c^T Q + QA_c) + \Delta t K(\Delta t) \preceq 0,$$

where $K(\Delta t) = (A_c^T Q A_c + (A_c^2)^T Q + QA_c^2) + \Delta t((A_c^2)^T Q A_c + A_c^T QA_c^2 + (A_c^3)^T Q + QA_c^3) + \cdots$. Since $Q$ and $A_c$ are constant matrices, and applying the fact that $\|M\| = \|M^T\|$, $\|M + N\| \leq \|M\| + \|N\|$. 
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\[ \|M\| + \|N\| \text{ and } \|MN\| \leq \|M\|\|N\|, \]

we have

\[ \|K(\Delta t)\| \leq \sum_{i=3}^{\infty} i\|Q\|\|A_c\|^i\|\Delta t\|^{i-3} = \|Q\|\|A_c\|^2 \sum_{i=0}^{\infty} (i + 3)(\|A_c\|)^i \]

\[ = \|Q\|\|A_c\|^2 \frac{3 - 2\|\Delta t\|\|A_c\|}{(1 - \|\Delta t\|\|A_c\|)^2} \leq 8\|Q\|\|A_c\|^2, \]

where \( \Delta t \leq \frac{5}{4}\|A\|^{-1} \) such that \((3 - 2\|\Delta t\|\|A_c\|)/(1 - \|\Delta t\|\|A_c\|)^2 \leq 8 \). Also, applying the relationship between spectral radius \( \rho(A_c) \) and its induced norm, \( \rho(A_c) \leq \|A_c\| \) (see [21]), to \( K(\Delta t) \), we have

\[ |\lambda_i(K(\Delta t))| \leq \rho(K(\Delta t)) \leq \|K(\Delta t)\| \leq 8\|Q\|\|A_c\|^2, \text{ for } i \in I(n), \]

i.e., the eigenvalues of \( K(\Delta t) \) are bounded. Let us denote \( \eta(\Delta t) = \frac{\mu(\Delta t)^{-1}}{\Delta t} \). Then according to Lemma 2.2.35 and taking \( \Delta t \to 0 \), we have

\[ A_c^TQ + QA_c - \eta(\Delta t)Q \preceq 0. \quad (2.26) \]

According to (2.26), we have \( \eta(\Delta t) \) is bounded for all \( \Delta t \). Therefore\(^4\), we can take a subsequence \( \{\Delta t_{\ell}\} \) such that \( \eta(\Delta t_{\ell}) \to \eta \) as \( \Delta t_{\ell} \to 0 \), which yields (2.25). The proof is complete.

\[ \square \]

The approach in the proof of Theorem 2.2.36 can be also used to prove Theorem 2.2.24. The only remaining invariance condition is the one of a Lorenz cone for continuous system.

**Theorem 2.2.37.** A Lorenz cone \( C_L \) (or \( -C_L \)) is an invariant set for the continuous system (1.2) if and only if (2.25) holds.

**Proof.** Consider the continuous system with \( x_0 \in C_L \), according to Theorem 2.2.36, the trajectory \( x(t) \) will stay in \( C_L \cup (-C_L) \) if condition (2.25) is satisfied. If \( x(t) \) would move over to \( -C_L \), then \( x(t) \) must go through the origin, i.e., \( x(t^*) = 0 \) for some \( t^* \geq 0 \). Note that \( x(t) = e^{A_c(t-t^*)}x(t^*) = 0 \) for any \( t > t^* \), i.e., the origin is an equilibrium point, which means \( C_L \) is an invariant set for the continuous system. Thus the theorem is immediate. \( \square \)

\(^4\)Here we use the fact that every bounded sequence in a Euclidean space has a convergent subsequence, see, e.g., [57].
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In fact, a direct proof of Theorem 2.2.37 can be given as follows: one can also prove that the second and third conditions in (2.20) hold by choosing sufficiently small $\Delta t$. To be specific, for the second condition in (2.20), we have

$$u_n^T(I - \Delta t A_c)^{-1}u_n \geq 0, \text{ if and only if } \|u_n\|^2 + \sum_{i=1}^{\infty}(\Delta t)^i u_n^T A_c^i u_n \geq 0,$$

(2.27)

where the second term, when $\Delta t < \|A\|^{-1}$, can be bounded as follows: $\sum_{i=1}^{\infty}(\Delta t)^i u_n^T A_c^i u_n \leq \|u_n\|^2 \frac{\Delta t \|A_c\|}{(1 - \Delta t \|A_c\|)}$. Thus, we can choose $\Delta t < 0.5 \|A_c\|^{-1}$, such that condition (2.27) holds. Similarly, the third condition in (2.20) can be transformed to

$$u_n^T(I - \Delta t A_c)^{-1}Q^{-1}(I - \Delta t A_c)^{-T}u_n \leq 0, \text{ if and only if } \frac{1}{\lambda_n} \|u_n\|^2 + K(\Delta t) \leq 0,$$

(2.28)

where we use the fact that $u_n$ is the eigenvector corresponding to the eigenvalue $\lambda_n^{-1}$ of $Q^{-1}$, and $K(\Delta t) = \Delta t u_n^T(A_cQ^{-1} + Q^{-1}A_c^T)u_n + (\Delta t)^2 u_n^T(A_cQ^{-1}A_c + A_c^2Q^{-1} + Q^{-1}A_c^2)u_n + \cdots$. We note that inertia$(Q) = \{n - 1, 0, 1\}$ implies inertia$(Q^{-1}) = \{n - 1, 0, 1\}$, then we have that $Q^{-1}$ exists, which yields the following: $|K(\Delta t)| \leq \|u\|^2(2\Delta t \|A_c\| \|Q^{-1}\| + 3\Delta t^2 \|A_c\|^2 \|Q^{-1}\| + \cdots) = \|u\|^2 \|Q^{-1}\| \frac{2\Delta t \|A_c\| - (\Delta t \|A_c\|)^2}{(1 - \Delta t \|A_c\|)^2}$. We can choose $\Delta t \leq \min\{0.5 \|A_c\|^{-1}, (\|A_c\|(1 - 4\lambda_n \|Q^{-1}\|)^{-1})\}$, such that (2.28) holds. In fact,

$$\frac{1}{\lambda_n} \|u_n\|^2 + K(\Delta t) \leq \|u_k\|^2 \left(\frac{1}{\lambda_n} + \|Q^{-1}\| \frac{2\Delta t \|A_c\| - (\Delta t \|A_c\|)^2}{(1 - \Delta t \|A_c\|)^2}\right) \leq \|u\|^2 \left(\frac{1}{\lambda_n} + \|Q^{-1}\| \frac{4\Delta t \|A_c\|}{1 - \Delta t \|A_c\|}\right) \leq 0.$$

Condition (2.25) is the same as the one presented in [64], where the proof is much more complicated than ours. Finding the value of $\eta$ in Theorem 2.2.36 and 2.2.37 is essentially a semidefinite optimization problem. For example, we can use the following semidefinite optimization problem:

$$\max\{\eta \in \mathbb{R} \mid A_c^T Q + QA_c - \eta Q \preceq 0\}.$$

(2.29)

When the optimal solution $\eta^*$ of (2.29) exists, then by Theorem 2.2.37 we can claim that the Lorenz cone is an invariant set for the continuous system. Various celebrated SDO solvers, e.g., SeDuMi, CVX, and SDPT3, can be used to solve SDO problem (2.29).
Corollary 2.2.38. If condition (2.25) holds, then

\[
\max_{1 \leq i \leq n-1} \{u_i^T(A_c^T + A_c)u_i\} \leq \eta \leq u_n^T(A_c^T + A_c)u_n.
\]  

(2.30)

Proof. The proof is similar to the one presented in the proof of Corollary 2.2.27 by noting that

\[ u_i^T(A_c^T Q + QA_c)u_i = 2(A_c u_i)^T Qu_i, \text{ and } Qu_i = \lambda_i u_i. \]

We now present some simple examples to illustrate the invariance conditions presented in Section 2.2. Since it is straightforward for discrete systems, we only present examples for continuous systems. The following two examples consider polyhedral sets for continuous systems.

Example 2.2.39. Consider the polyhedron \( \mathcal{P} = \{ (\xi, \eta) | \xi + \eta \leq 1, -\xi + \eta \leq 1, \xi - \eta \leq 1, -\xi - \eta \leq 1 \} \), and the continuous system \( \dot{\xi} = -\xi, \dot{\eta} = -\eta \).

The solution of the system is \( \xi(t) = \xi_0 e^{-t}, \eta(t) = \eta_0 e^{-t} \), so \( (\xi(t), \eta(t)) \in \mathcal{P} \) for all \( t \geq 0 \), i.e., the polyhedron is an invariant set for the continuous system provided that \( (\xi_0, \eta_0) \in \mathcal{P} \). This can also be verified by Theorem 2.2.8. We have

\[
H = -I_4, \quad G = \begin{bmatrix} 1 & 1 \\ -1 & 1 \\ 1 & -1 \\ -1 & -1 \end{bmatrix}, \quad b = \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \end{bmatrix}, \quad A_c = -I_2,
\]

which satisfy \( HG = GA_c \) and \( Hb \leq 0 \). Thus Theorem 2.2.8 yields that \( \mathcal{P} \) is an invariant set for this continuous system.

Example 2.2.40. Consider the polyhedral cone \( \mathcal{C}_P \) generated by the extreme rays \( x^1 = (1, 1, 1)^T, x^2 = (-1, 1, 1)^T, x^3 = (1, -1, 1)^T, \) and \( x^4 = (-1, -1, 1)^T \), and the continuous system \( \dot{\xi} = \xi, \dot{\eta} = \eta, \dot{\zeta} = \zeta \).

The solution of the system is \( \xi(t) = \xi_0 e^t, \eta(t) = \eta_0 e^t, \zeta(t) = \zeta_0 e^t \), thus one can easily verify that the polyhedral cone is an invariant set for this continuous system provided that
$(\xi_0, \eta_0, \zeta_0) \in \mathcal{C}_P$. This can also be verified by Corollary 2.2.16. We have

$$X = \begin{bmatrix} 1 & -1 & 1 & -1 \\ 1 & 1 & -1 & -1 \\ 1 & 1 & 1 & 1 \end{bmatrix}, \quad \tilde{L} = I_4, \ A_c = I_3,$$

which satisfy that $X\tilde{L} = A_cX$. Thus Corollary 2.2.16 yields that $\mathcal{C}_P$ is an invariance set for this continuous system.

The following two examples consider ellipsoids and Lorenz cones for continuous systems.

**Example 2.2.41.** Consider the ellipsoid $\mathcal{E} = \{(\xi, \eta) \mid \xi^2 + \eta^2 \leq 1\}$, and the system $\dot{\xi} = -\eta, \ \dot{\eta} = \xi$.

The solution of the system is $\xi(t) = \alpha \cos t + \beta \sin t$ and $\eta(t) = \alpha \sin t - \beta \cos t$, where $\alpha, \beta$ are two parameters depending on the initial condition. The solution trajectory is a circle, thus the system is invariant on this ellipsoid. Also, we have

$$A_c = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}, \quad Q = I_2, \quad A_c^TQ + QA_c = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \leq 0,$$

which shows that, according to Theorem 2.2.24, the ellipsoid is an invariant set for this continuous system.

**Example 2.2.42.** Consider the Lorenz cone $\mathcal{C}_L = \{(\xi, \eta, \zeta) \mid \xi^2 + \eta^2 \leq \zeta^2, \zeta \geq 0\}$, and the system $\dot{\xi} = \xi - \eta, \ \dot{\eta} = \xi + \eta, \ \dot{\zeta} = \zeta$.

The solution is $\xi(t) = e^t(\alpha \cos t + \beta \sin t)$, $\eta(t) = e^t(\alpha \sin t - \beta \cos t)$ and $\zeta(t) = \gamma e^t$, where $\alpha, \beta, \gamma$ are three parameters depending on the initial condition. It is easy to verify that this Lorenz cone is an invariant set for the continuous system. Also, by letting $\eta \leq -2$, we have

$$A_c = \begin{bmatrix} 1 & -1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad Q = I_3, \quad A_c^TQ + QA_c + \eta Q = \begin{bmatrix} \eta + 2 & 0 & 0 \\ 0 & \eta + 2 & 0 \\ 0 & 0 & \eta + 2 \end{bmatrix} \leq 0.$$
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which shows that, according to Theorem 2.2.37, the Lorenz cone is an invariant set for this continuous system.
Chapter 3

Steplength Threshold for Invariance Preserving

3.1 Introduction

In this chapter, steplength thresholds for invariance preserving of three types of discretization methods on a polyhedron are considered. First, we show that, for the forward Euler method, the largest steplength threshold for invariance preserving can be computed by solving a finite number of linear optimization problems. Second, for Taylor approximation type discretization methods we prove that a valid steplength threshold can be obtained by finding the first positive zeros of a finite number of polynomial functions. Further, a simple and efficient algorithm is proposed to numerically compute the steplength threshold. For rational function type discretization methods we derive a valid steplength threshold for invariance preserving, which can be computed by using an analogous algorithm as in the first case. The relationship between the latter two types of discretization methods and the forward Euler method is studied.

In this chapter, candidate invariant sets are restricted to convex polyhedron in $\mathbb{R}^n$. A polyhedron $P$ in $\mathbb{R}^n$ can be characterized as the intersection of a finite number of half spaces. Let us rewrite Definition 7.1.1 as follows:
Definition 3.1.1. A polyhedron $\mathcal{P}$ in $\mathbb{R}^n$ is defined as

$$\mathcal{P} = \{ x \in \mathbb{R}^n \mid g_1^T x \leq b_1, g_2^T x \leq b_2, ..., g_m^T x \leq b_m \} := \{ x \in \mathbb{R}^n \mid Gx \leq b \}, \quad (3.1)$$

where $g_1, g_2, ..., g_m \in \mathbb{R}^n$, $b \in \mathbb{R}^m$, and $G^T = [g_1, g_2, ..., g_m] \in \mathbb{R}^{n \times m}$.

Two classical subsets of polyhedra are extensively studied in many applications. One is called polytope, which is a bounded polyhedron. The other one is called polyhedral cone, a polyhedron with $b = 0$ in (3.1), and the origin is its only vertex.

Given a system and a polyhedron, the invariance condition indicates sufficient and necessary condition such that the polyhedron is an invariant set for the system. There are many such equivalent invariance conditions, e.g., [8, 19]. A novel and unified approach to derive these invariance conditions is proposed in Chapter 2. We will use to Theorem 2.2.8 and Theorem 2.2.4 in our analysis.

From the theoretical perspective, when a discretization method is applied to a continuous system, the invariant polyhedron for the continuous system should also be an invariant set for the discrete system. This means that conditions in Theorem 2.2.8 and Theorem 2.2.4 are satisfied simultaneously, when the system, polyhedron, and discretization method are given. However, this is not always true. Intuitively, the smaller steplength used in the discretization method has larger possibility to yield that the polyhedron is also an invariant set for the discrete system. For the sake of self-contained presentation, the formal definitions of invariance preserving and steplength threshold are introduced as follows.

Definition 3.1.2. Assume a polyhedron $\mathcal{P}$ is an invariant set for the continuous system (1.2), and a discretization method is applied to the continuous system to yield a discrete system. If there exists a $\tau > 0$, such that $\mathcal{P}$ is also an invariant set for the discrete system for any steplength $\Delta t \in [0, \tau]$, then the discretization method is invariance preserving for $\Delta t \in [0, \tau]$ on $\mathcal{P}$, and $\tau$ is a uniform invariance preserving steplength threshold of this discretization method on $\mathcal{P}$.

For simplicity, we use steplength threshold to indicate uniform invariance steplength threshold for simplicity throughout this chapter. The steplength threshold in Definition 44.
4.1.1 implies that any value smaller than this threshold is also a valid steplength threshold. This is a key reason why the problem of finding a valid steplength threshold is not an easy problem. In the interval $[0, \tau]$, one needs to check every $\Delta t$ in this interval, which means that there are infinitely many values to be considered. In certain cases, a discretization method may be invariance preserving on a set in the form of $[0, \tau_1] \cup [\tau_2, \tau_3]$, where $\tau_1 < \tau_2$. Here we are only interested in finding $\tau_1$. We also note that the steplength threshold in Definition 4.1.1 is uniform on $\mathcal{P}$, i.e., $\tau$ needs to be a valid steplenth threshold for every initial point in $\mathcal{P}$. This is another key reason why the problem of finding a valid steplength threshold is not an easy problem.

Since a continuous system is usually solved by using various discretization methods in practice, invariance preserving property of the chosen discretization method plays an important role. Further, a larger steplength threshold has many advantages in practice. For example, for larger steplength, the size of the discretized system is smaller, which yields that the computation is less expensive. Thus, we introduce the key problem in the chapter:

*Find a valid (if possible the largest) steplength threshold $\tau > 0$, such that a discretization method is invariance preserving for every $\Delta t \in [0, \tau]$ on $\mathcal{P}$.*

### 3.2 Computing Steplength Threshold

In this section, we present the approaches for computing a valid (or largest) steplength threshold such that three classes of discretization methods are invariance preserving on a polyhedron. These three classes of discretization methods are considered in the following order: forward Euler method, Taylor approximation type discretization methods, and rational function type discretization methods. For the forward Euler method, we derive the largest steplength threshold for invariance preserving. The Taylor approximation type represents a family of explicit methods. The rational function type is an extended family of the Taylor approximation type, which also includes some implicit methods. The relationship between these discretization methods and the forward Euler method is also studied.
3.2.1 Forward Euler Method

As an illustration, we consider the simplest discretization method, the forward Euler method, in this section. For simplicity, a polytope, i.e., a bounded polyhedron, is chosen as the invariant set for the forward Euler method. A polytope can be defined in terms of convex combination of its vertices, i.e.,

$$\mathcal{P} = \text{conv}\{x^1, x^2, ..., x^\ell\} = \left\{ x \mid x = \sum_{i=1}^\ell \lambda_i x^i, \sum_{i=1}^\ell \lambda_i = 1, \lambda_i \geq 0 \right\},$$

(3.2)

where \(\{x^i\}\) are the vertices of \(\mathcal{P}\). For polytope, we have a simple invariance condition, which relies on a simple form of tangent cone. A sufficient and necessary condition under which a polytope is an invariant set for the continuous system is presented in Lemma 3.2.1.

**Lemma 3.2.1.** [10] The polytope \(\mathcal{P}\) defined as in (3.2) is an invariant set for the continuous system (1.2) if and only if \(A_c x^i \in T_P(x^i)\), for \(i = 1, 2, ..., \ell\), where \(T_P(x^i)\) is the tangent cone at \(x^i\), which can be given

$$T_P(x^i) = \left\{ y \mid y = \sum_{j \neq i} \gamma_j (x^j - x^i), \gamma_j \geq 0 \right\}.$$

(3.3)

**Corollary 3.2.2.** The polyhedron \(\mathcal{P}\) defined as in (3.2) is an invariant set for the continuous system (1.2) if and only if there exist \(\gamma_j^{(i)} \geq 0, j = 1, 2, ..., \ell\), such that

$$A_c x^i = \sum_{j \neq i} \gamma_j^{(i)} (x^j - x^i), \text{ for all } i = 1, 2, ..., \ell.$$

(3.4)

Let \(\epsilon^i = \left( \sum_{j \neq i} \gamma_j^{(i)} \right)^{-1}\) for \(i = 1, 2, ..., \ell\) (let \(\epsilon^i = \infty\), when \(\sum_{j \neq i} \gamma_j^{(i)} = 0\)), then

$$x^i + \Delta t A_c x^i \in \mathcal{P} \text{ for any } \Delta t \in [0, \epsilon^i].$$

(3.5)

**Proof.** According to Lemma 3.2.1 and Equation (3.3), Equation (3.4) is immediate. According to (3.4) and \(\epsilon^i \sum_{j \neq i} \gamma_j^{(i)} = 1\), we have

$$\epsilon^i A_c x^i = \sum_{j \neq i} \epsilon^i \gamma_j^{(i)} (x^j - x^i) = \sum_{j \neq i} \epsilon^i \gamma_j^{(i)} x^j - \sum_{j \neq i} \epsilon^i \gamma_j^{(i)} x^i = \sum_{j \neq i} \epsilon^i \gamma_j^{(i)} x^j - x^i.$$  

(3.6)
According to (3.6), we have
\[ x^i + \epsilon^i A_c x^i = \sum_{j \neq i} \epsilon^j (i) x^j, \]
which is a convex combination of \{x^j\}, thus \( x^i + \epsilon^i A_c x^i \in P \). For any \( \Delta t \in [0, \epsilon^i] \), by the convexity of \( P \), we have
\[ x^i + \Delta t A_c x^i = \frac{\Delta t}{\epsilon^i} (x^i + \epsilon^i A_c x^i) + \frac{\epsilon^i - \Delta t}{\epsilon^i} x^i \in P, \]
which completes the proof.

We now consider the calculation of \( \epsilon^i \), where \( \epsilon^i \) is defined as in Corollary 3.2.2. By the formula of \( \epsilon^i \), we need to compute \( \gamma^{(i)}(j) \), such that (3.4) is satisfied. In fact, this can be achieved by solving the following optimization problem:
\[
\min \left\{ \sum_{j \neq i} \gamma^{(i)}(j) \mid \sum_{j \neq i} \gamma^{(i)}(j) (x^j - x^i) = A_c x^i, \gamma^{(i)}(j) \geq 0 \right\} \tag{3.7}
\]
Since \( x^1, x^2, \ldots, x^k \), and \( A_c \) are known, optimization problem (3.7) is a linear optimization problem. One may obtain different values of \( \hat{\gamma}^{(i)}(j) \), \( j = 1, 2, \ldots, \ell \), by choosing other objective functions in (3.7). The advantage by using the current objective function in (3.7) is that this optimization problem yields the largest \( \epsilon^i \) that satisfies (3.4). This is since the objective function in (3.7) is \((\epsilon^i)^{-1}\). Thus, the value of \( \epsilon^i \) obtained by solving the optimization problem (3.7) is the largest possible value of \( \epsilon^i \).

An alternative is presented by the following discussion. Equation (3.3) implies that \( Ax^i \) is a feasible direction, i.e., \( x^i + \tau^i A_c x^i \in P \), for sufficiently small \( \tau^i > 0 \). Then we can formulate the following linear optimization problem for \( i = 1, 2, \ldots, \ell \):
\[
\max \left\{ \tau^i \mid \sum_{j=1}^{\ell} u^{(j)}(i) x^j = x^i + \tau^i A_c x^i, \sum_{j=1}^{\ell} u^{(j)}(i) = 1, \ u^{(j)}(i) \geq 0 \right\}. \tag{3.8}
\]
Optimization problems (3.7) and (3.8) are equivalent problems, i.e., we claim that \( \tau^i \) is equal to \( \epsilon^i \). Observing that \( \sum_{j=1}^{n} \beta^{(i)}(j) = 1 \) for the first constraint in (3.8), we have
\[
\tau^i A_c x^i = \sum_{j=1}^{\ell} u^{(j)}(i) x^j - \sum_{j=1}^{\ell} u^{(j)}(i) x^i = \sum_{j=1}^{\ell} \tau^i \frac{u^{(j)}(i)}{\tau^i} x^j - \sum_{j=1}^{\ell} \tau^i \frac{u^{(j)}(i)}{\tau^i} x^i = \tau^i \sum_{j=1}^{\ell} \frac{u^{(j)}(i)}{\tau^i} (x^j - x^i), \tag{3.9}
\]
i.e., \( A_c x^i = \sum_{j \neq i} \frac{u^{(j)}(i)}{\tau^i} (x^j - x^i) \). This, by letting \( \frac{u^{(j)}(i)}{\tau^i} = \gamma^{(i)}(j) \), gives the first constraint in (3.7).
According to the argument for $\epsilon^i$ above, we have the following theorem.

**Theorem 3.2.3.** Assume that the polytope $\mathcal{P}$ defined as in (3.2) is an invariant set for the continuous system (1.2), and the forward Euler method is applied to (1.2). Then, $\tau = \min_{i=1,2,...,\ell}\{\epsilon^i\}$, where $\epsilon^i$ is defined as in Corollary 3.2.2, is the largest steplength threshold $\tau > 0$ for invariance preserving of the forward Euler method on $\mathcal{P}$.

**Proof.** For any $x \in \mathcal{P}$, and $\Delta t \in [0, \tau]$, we have $x + \Delta t A_c x = \sum_{i=1}^\ell \lambda_i (x^i + \Delta t A_c x^i)$. According to Corollary 3.2.2 and $0 \leq \Delta t \leq \tau \leq \epsilon^i$, we have $x^i + \Delta t A_c x^i \in \mathcal{P}$. Thus we have $x + \Delta t A_c x \in \mathcal{P}$. The proof is complete. \qed

### 3.2.2 Taylor Approximation Type Discretization Methods

We now consider the Taylor approximation type discretization methods. Note that the solution of the continuous system (1.2) is explicitly represented as $x(t) = e^{A_c t} x_0$, thus one can use the Taylor approximation to numerically solve the continuous system. The $p$-order Taylor approximation of $e^{A_c \Delta t}$ is given as follows:

$$
e^{A_c \Delta t} \approx I + A_c \Delta t + \frac{1}{2!} A_c^2 \Delta t^2 + \cdots + \frac{1}{p!} A_c^p \Delta t^p = \sum_{i=0}^p \frac{1}{i!} A_c^i \Delta t^i := A_d. \quad (3.10)$$

The discrete system obtained by applying the Taylor approximation type discretization methods is given as $x_{k+1} = A_d x_k$, where $A_d$ is defined by (3.10). In fact, the Taylor approximation type methods form a family of discretization methods. For example, $p = 1$ corresponds to the forward Euler method, $p = 2$ corresponds to Heun’s method, the midpoint method, or generalized Runge-Kutta 2nd order methods, $p = 3$ corresponds to the classical 3rd order Runge-Kutta method, $p = 4$ corresponds to classical 4th order Runge-Kutta method, etc, see, e.g., [32].

#### 3.2.2.1 Existence of Steplength Threshold

Our approach to derive steplength threshold is based on the invariance conditions presented in Theorem 2.2.8 and Theorem 2.2.4. The basic idea is that we build the relationship between these two invariance conditions of the continuous and discrete systems. In fact,
conditions in Theorem 2.2.8 and Theorem 2.2.4 are essentially linear feasibility problems [56]. The unknowns in the two invariance conditions are the matrix \( H \) and \( \hat{H} \) given by Theorem 2.2.8 and Theorem 2.2.4, respectively. Thus, the key is to find relationship between those matrices.

**Lemma 3.2.4.** [36] Assume \( H \) satisfies the condition in Theorem 2.2.8, then there exists \( \gamma > 0 \), such that \( \hat{H} = H + \gamma I \geq 0 \).

*Proof.* Since \( H \succeq 0 \), we can choose \( \gamma > \max\{0, -\min\{h_{ii}, 1 \leq i \leq n\}\} \), which yields \( H + \gamma I \geq 0 \). The result is immediate by taking \( \hat{H} = H + \gamma I \).

We note that \( \gamma \) in Lemma 3.2.4 is not unique, e.g., any value greater than a valid \( \gamma \) is also valid. We will show more about the effect of \( \gamma \) to the steplength threshold in Section 3.2.3, and the way to derive a larger steplength threshold based on \( \gamma \) is also presented.

**Lemma 3.2.5.** Assume \( H \) satisfies the condition in Theorem 2.2.8, and define

\[
\hat{H}(\Delta t) = I + H\Delta t + \frac{1}{2!}H^2\Delta t^2 + \cdots + \frac{1}{p!}H^p\Delta t^p = \sum_{i=0}^{p} \frac{1}{i!}H^i\Delta t^i. \tag{3.11}
\]

a). For the \( \gamma \) and \( \hat{H} \) given in Lemma 3.2.4, we have

\[
\hat{H}(\Delta t) = f_0(\Delta t)I + f_1(\Delta t)\hat{H} + \cdots + f_p(\Delta t)\hat{H}^p, \tag{3.12}
\]

where

\[
f_i(\Delta t) = \sum_{k=i}^{p} \frac{(-1)^{k-i}}{k!} \binom{k}{i} \gamma^{k-i}\Delta t^k, \quad \text{for } i = 0, 1, \ldots, p, \tag{3.13}
\]

and

\[
\sum_{i=0}^{p} \gamma^i f_i(\Delta t) = 1. \tag{3.14}
\]

b). Let \( \tau = \min_{i=0, \ldots, p}\{\tau_i\} \), where \( \tau_i \) is the first positive zero of \( f_i(\Delta t) \). Then for all \( \Delta t \in [0, \tau] \), the matrix \( \hat{H}(\Delta t) \) satisfies the condition in Theorem 2.2.4, where \( A_d \) is defined by (3.10).

*Proof.* a). According to Lemma 3.2.4, there exists \( \gamma > 0 \), such that \( \hat{H} = H + \gamma I \geq 0 \). The matrix \( \hat{H}(\Delta t) \) given by (3.11) is represented in terms of \( \Delta t \). By substituting \( H = \hat{H} - \gamma I \)
into (3.11), we now reformulate $\tilde{H}(\Delta t)$ in terms of $\hat{H}$, i.e.,

$$
\tilde{H}(\Delta t) = I + (\hat{H} - \gamma I)\Delta t + \frac{1}{2!}(\hat{H}^2 - 2\gamma \hat{H} + \gamma^2 I)\Delta t^2 + \cdots + \frac{1}{p!}(\hat{H}^p - p\gamma \hat{H}^{p-1} + \cdots + (-1)^p \gamma^p I)\Delta t^p.
$$

(3.15)

According to (3.15), the coefficients of $\hat{H}^i$, for $i = 0, 1, \ldots, p$, is given as

$$
\frac{1}{i!} \Delta t^i + \frac{(-1)^i}{(i+1)!} \gamma \Delta t^{i+1} + \frac{(-1)^2}{(i+2)!} \left( \frac{i+2}{i} \right) \gamma^2 \Delta t^{i+2} + \cdots + \frac{(-1)^{p-i}}{p!} \left( \frac{p}{i} \right) \gamma^{p-i} \Delta t^p,
$$

which is the same as (3.13).

We note that $\sum_{i=0}^p \gamma^i f_i(\Delta t)$ is equivalent to replacing $I$ and $\hat{H}$ in (3.12) by 1 and $\gamma$, respectively. Then, according to (3.15), we have

$$
\sum_{i=0}^p \gamma^i f_i(\Delta t) = \sum_{i=0}^p \frac{1}{i!} (\gamma \Delta t)^i \sum_{k=0}^i (-1)^k \binom{i}{k}.
$$

(3.16)

For $i > 0$, we have $\sum_{k=0}^i (-1)^k \binom{i}{k} = (x-1)^i|_{x=1} = 0$, implying that the right hand side of (3.16) equals to 1, thus (3.14) follows immediately.

b). We note that for every $i$ the first term of $f_i(\Delta t)$ given as in (3.13) is $\frac{1}{i!} \Delta t^i$. Then we can write

$$
f_i(\Delta t) = \frac{\Delta t^i}{i!} \left( 1 + O(\Delta t) \right).
$$

(3.17)

Thus, we have that there exists a $\tau_i > 0$, i.e., the first positive zero of $f_i(\Delta t)$, where $\tau_i$ may be infinity, such that $f_i(\Delta t) \geq 0$ for all $\Delta t \in [0, \tau_i]$. Then we let

$$
\tau = \min_{i=0,1,\ldots,p} \{ \tau_i \},
$$

(3.18)

thus we have $f_i(\Delta t) \geq 0$ for all $\Delta t \in [0, \tau]$ and $i = 0, 1, \ldots, p$. According to (3.12), and by noting that $\hat{H}^i \geq 0$ for any $i = 1, 2, \ldots, p$, we have that $\tilde{H}(\Delta t) \geq 0$ for all $\Delta t \in [0, \tau]$, where $\tau$ is defined by (3.18). Thus, we have proved that the first condition in Theorem 2.2.4 is satisfied.
By recursively using $HG = GA_c$, for any $i$, we have

$$H^iG = H^{i-1}(HG) = H^{i-1}GA_c = H^{i-2}(HG)A_c = H^{i-2}GA_c^2 = \ldots = GA_c^i. \quad (3.19)$$

Then, according to (3.19), and substituting (3.11) and (3.10), we have

$$\tilde{H}(\Delta t)G = \sum_{i=0}^{p} \frac{1}{i!}H^iG\Delta t^i = \sum_{i=0}^{p} \frac{1}{i!}GA_c^i\Delta t^i = G \sum_{i=0}^{p} \frac{1}{i!}A_c^i \Delta t^i = GA_d.$$ 

Thus, we have proved that the second condition in Theorem 2.2.4 is satisfied.

Since $H$ satisfies the condition in Theorem 2.2.8, we have $Hb \leq 0$. Also, note that $H = \tilde{H} - \gamma I$, thus we have $(\tilde{H} - \gamma I)b \leq 0$, i.e., $\frac{\tilde{H}}{\gamma}b \leq b$. Since $\frac{\tilde{H}}{\gamma} \geq 0$, we have

$$\left( \frac{\tilde{H}}{\gamma} \right)^ib \leq b, \text{ i.e., } \tilde{H}^ib \leq \gamma^ib, \text{ for any } i = 1, 2, \ldots, p. \quad (3.20)$$

Then, according to (3.20) and (3.14), we have

$$\tilde{H}(\Delta t)b = (f_0(\Delta t)I + f_1(\Delta t)\tilde{H} + \cdots + f_p(\Delta t)\tilde{H}^p)b \leq (f_0(\Delta t) + \gamma f_1(\Delta t) + \cdots + \gamma^p f_p(\Delta t))b \leq b.$$ 

Thus, we have proved that the third condition in Theorem 2.2.4 is satisfied. The proof is complete.

Lemma 3.2.5 presents an important relationship between the two matrices $H$ and $\tilde{H}$ corresponding to the continuous and discrete systems invariance conditions. This relationship is explicitly represented in (3.11), which is derived from the Taylor approximation (3.10). We note that Kraaijevanger [42] uses a simpler approach to study the polynomial approximation to exponential function related to numerical methods for solving initial value problems, which is motivated by positivity and contractivity problems. In fact, one can show that the functions given as in (3.13) are coming from Taylor expansion of an exponential function. One may refer to [42] for more detailed discussions. According to Lemma 3.2.5, Theorem 2.2.8 and Theorem 2.2.4, we have the following theorem.
Theorem 3.2.6. Assume a polyhedron $P$, given as in (3.1), is an invariant set for the continuous system (1.2), and a Taylor approximation type discretization method (3.10) is applied to the continuous system (1.2). Then, the steplength threshold $\tau > 0$ as given in Lemma 3.2.5 is a valid steplength threshold for invariance preserving for the given Taylor approximation type discretization method (3.10) on $P$.

According to the proof of Lemma 3.2.5, we have that a valid $\tau$ requires $f_i(\Delta t) \geq 0$ for all $\Delta t \in [0, \tau]$ and all $i = 0, 1, ..., p$, where $f_i(\Delta t)$ is given by (3.13). Since each $f_i(\Delta t)$ can be represented in the form of (3.17), the following corollary is immediate.

Corollary 3.2.7. The value of $\tau$ given in Theorem 4.3.9 (or Lemma 3.2.5) is a valid steplength threshold for invariance preserving on $P$ for the Taylor approximation type discretization methods (3.10). To compute $\tau$, one needs to find the first positive zeros of finitely many polynomial functions in the form

$$f(\Delta t) = 1 + \alpha_1 \Delta t + \alpha_2 \Delta t^2 + ... + \alpha_q \Delta t^q, \quad \alpha_q \neq 0,$$

(3.21)

where $\alpha_1, \alpha_2, ..., \alpha_q \in \mathbb{R}$ and $q \in \mathbb{N}$.

In fact, Lemma 3.2.5 can be extended to a more general case for polynomial approximation rather than Taylor type discretization methods.

Theorem 3.2.8. Assume $H$ satisfies the condition in Theorem 2.2.8, and define

$$\tilde{H}(\Delta t) = I + \sigma_1 H \Delta t + \sigma_2 H^2 \Delta t^2 + \cdots + \sigma_p H^p \Delta t^p = \sum_{i=0}^{p} \sigma_i H^i \Delta t^i.$$

(3.22)

a). For the $\gamma$ and $\tilde{H}$ given in Lemma 3.2.4, we have

$$\tilde{H}(\Delta t) = f_0(\Delta t)I + f_1(\Delta t)\tilde{H} + ... + f_p(\Delta t)\tilde{H}^p,$$

(3.23)

where

$$f_i(\Delta t) = \sum_{k=i}^{p} (-1)^{k-i} \sigma_k \binom{k}{i} \gamma^{k-i} \Delta t^k, \text{ for } i = 0, 1, ..., p.$$

(3.24)
and
\[ \sum_{i=0}^{p} \gamma^i f_i(\Delta t) = 1. \quad (3.25) \]

\textbf{b).} Let \( \tau = \min_{i=0,...,p} \{ \tau_i \} \), where \( \tau_i \) is the first positive zero of \( f_i(\Delta t) \). Then for all \( \Delta t \in [0, \tau] \), the matrix \( \tilde{H}(\Delta t) \) satisfies the condition in Theorem 2.2.4, where \( A_d \) is defined by (3.10).

\textbf{Proof. a).} According to Lemma 3.2.4, there exists a \( \gamma > 0 \), such that \( \hat{H} = H + \gamma I \geq 0 \). The matrix \( \tilde{H}(\Delta t) \) given by (3.22) is represented in terms of \( \Delta t \). By substituting \( H = \hat{H} - \gamma I \) into (3.22), we now reformulate \( \tilde{H}(\Delta t) \) in terms of \( \hat{H} \), i.e.,
\[
\tilde{H}(\Delta t) = I + \sigma_1(\hat{H} - \gamma I)\Delta t + \sigma_2(\hat{H}^2 - 2\gamma \hat{H} + \gamma^2 I)\Delta t^2 + \cdots \\
+ \sigma_p(\hat{H}^p - p\gamma \hat{H}^{p-1} + \cdots + (-1)^p \gamma^p I)\Delta t^p.
\]
(3.26)

According to (3.26), the coefficient of \( \hat{H}^i \), for \( i = 0, 1, \ldots, p \), is given as
\[
\sigma_i \Delta t^i - \sigma_{i+1} \binom{i+1}{i} \gamma \Delta t^{i+1} + \sigma_{i+2} \binom{i+2}{i} \gamma^2 \Delta t^{i+2} + \cdots + (-1)^{p-i} \sigma_p \binom{p}{i} \gamma^{p-i} \Delta t^p,
\]
which is the same as (3.24).

We note that \( \sum_{i=0}^{p} \gamma^i f_i(\Delta t) \) is equivalent to replacing \( I \) and \( \hat{H} \) in (3.23) by 1 and \( \gamma \), respectively. Then, according to (3.26), we have
\[
\sum_{i=0}^{p} \gamma^i f_i(\Delta t) = \sum_{i=0}^{p} \alpha_i(\gamma \Delta t)^i \sum_{k=0}^{i} (-1)^k \binom{i}{k}.
\]
(3.27)

For \( i > 0 \), we have \( \sum_{k=0}^{i} (-1)^k \binom{i}{k} = (x - 1)^i |_{x=1} = 0 \), implying that the right hand side of (3.27) equals to 1, thus (3.25) follows immediately.

The proof for Part b) is the same as the one presented for Part b) in Lemma 3.2.5, thus we are not repeating the proof here. \( \square \)

\subsection*{3.2.2.2 Computing Steplength Threshold}

We now consider the value of \( \tau \), i.e., the steplength threshold. In this section, we present an algorithm to numerically compute \( \tau \). In particular, this algorithm aims to find the first
positive zero of a polynomial function in the form of (3.21).

**Lemma 3.2.9.** Let $f(\Delta t)$ be given as in (3.21). There exists a $\tau^* > 0$, such that $f(\Delta t) \geq 0$ for all $\Delta t \in [0, \tau^*]$.

**Proof.** Since $f(0) = 1 > 0$, and $f(\Delta t)$ is a continuous function, the lemma is immediate. \qed

Let $f(\Delta t)$ be given as in (3.21). If $\alpha_1, \alpha_2, ..., \alpha_q \geq 0$, then $f(\Delta t) \geq 0$ for all $\Delta t \geq 0$, which implies $\tau^* = \infty$ in Lemma 3.2.9. Also, since $f(\Delta t)$ is dominated by $\alpha_q \Delta t^q$ for $\Delta t \gg 1$, we have that $\tau^* = \infty$ implies $\alpha_q > 0$. Therefore, the largest $\tau^*$ that satisfies Lemma 3.2.9 is the first positive zero of $f(\Delta t)$, otherwise, we have $\tau^* = \infty$. Note that this case only occurs when $\alpha_q \Delta t^q$ dominates $f(\Delta t)$. This is presented in the following lemma.

**Lemma 3.2.10.** Let $f(\Delta t)$ be given as in (3.21) and $\alpha_q > 0$. Let $\alpha^* = \max\{1, |\alpha_1|, |\alpha_2|, ..., |\alpha_{q-1}|\}$ and $t^* = \frac{\alpha^*}{\alpha_q} + 1$. Then, if $f(\Delta t)$ has no real zero in $[0, t^*]$, then $f(\Delta t) > 0$ for all $\Delta t > 0$.

**Proof.** Since $f(\Delta t)$ has no real zero in $[0, t^*]$, we have $f(\Delta t) > 0$ on $[0, t^*]$. Thus, we only need to prove that the following holds:

$$\alpha_q \Delta t^q > |1 + \alpha_1 \Delta t + \alpha_2 \Delta t^2 + ... + \alpha_{q-1} \Delta t^{q-1}|, \text{ for all } \Delta t \in (t^*, \infty].$$

Note that $t^* = \frac{\alpha^*}{\alpha_q} + 1$ implies $\alpha_q = \frac{\alpha^*}{t^*-1} > \frac{\alpha^*}{\Delta t-1}$ for all $\Delta t \in (t^*, \infty]$. Then we have

$$|1 + \alpha_1 \Delta t + \alpha_2 \Delta t^2 + ... + \alpha_{q-1} \Delta t^{q-1}| \leq \alpha^*(1 + \Delta t + \Delta t^2 + ... + \Delta t^{q-1})$$

$$= \frac{\alpha^* \Delta t^q - 1}{\Delta t - 1} < \alpha_q (\Delta t^q - 1) < \alpha_q \Delta t^q.$$  

The proof is complete. \qed

In fact, the value $t^*$ given in Lemma 3.2.10 can be considered as one of the termination criteria of the algorithm to find the first positive zero of $f(\Delta t)$, where $f(\Delta t)$ is defined by (3.21).
The Sturm sequence \( \{s_i(t)\} \) of \( f(t) \) and the Sturm Theorem presented in the following definition play a key role in our algorithm. The Sturm Theorem aims to give the number of real zeros of a univariate polynomial function in an interval by using the property of Sturm sequence on the end points of the interval.

**Definition 3.2.11.** [66] Let \( f(t) \) be a univariate polynomial function. The Sturm sequence \( \{s_i(t)\}, i = 1, 2, \ldots \), of \( f(t) \) is defined as

\[
s_0(t) = f(t), \quad s_1(t) = s'(t), \quad s_i(t) = -\text{rem}(s_{i-2}(t), s_{i-1}(t)), \quad i \geq 2,
\]

where \( s'(t) \) is the derivative of \( s(t) \) with respect to \( t \), and \( s_i(t) \) is the negative of the remainder of the division when \( s_{i-2}(t) \) is divided by \( s_{i-1}(t) \).

For the sake of simplicity, we introduce the following definition and notation, which are used in the statement of the Sturm Theorem.

**Definition 3.2.12.** For a sequence \( \{\nu_i\}, i = 1, 2, \ldots, q \), the number of sign changes, denoted by \( \#\{\nu_i\} \), is the number of the times of the signs change (zeros are ignored) from \( \nu_1 \) to \( \nu_q \).

For example, if a sequence is given as \( \{\nu_i\} = \{1, 0, 3, -2, 0, 2, -1, 0, -3\} \), then the signs of the sequence are \( \{+, 0, +, -, 0, +, -, 0, -\} \). By eliminating all zeros, we have \( \{+, +, -, +, -, -, -\} \), which has 3 sign changes, i.e., \( \#\{\nu_i\} = 3 \).

**Theorem 3.2.13.** [66] (Sturm Theorem) Let \( f(t) \) be a univariate polynomial function. If \( \alpha < \beta \) and \( f(\alpha), f(\beta) \neq 0 \). Then the number of distinct real zeros of \( f(t) \) in the interval \([\alpha, \beta]\) is equal to \( |\#\{s_i(\alpha)\} - \#\{s_i(\beta)\}| \), where \( \{s_i(t)\} \) is the Sturm sequence of \( f(t) \).

According to Lemma 3.2.10 and Theorem 3.2.13, we now propose our algorithm to numerically find the first positive zero of \( f(\Delta t) \) where \( f(\Delta t) \) is defined by (3.21). Let us denote \( \#f[\delta] \) the number of positive zeros of \( f(\Delta t) \) at the interval \([0, \delta]\). The value of \( \#f[\delta] \) can be computed by the Sturm Theorem 3.2.13. The basic idea in our algorithm is by using the bisection method to shrink the interval, which contains the first positive zero of \( f(t) \), by factor 2 in each iteration. Our algorithm is presented as follows.
Step 0: [Initial Inputs] Set $t^0 = 1$. Iterate $t^o = \frac{t^o}{2}$ until $\#f[t^o] = 0$.

Let $t^*$ be given as in Lemma 3.2.10.

Step 1: [Initial Setting] Set $t_l = t^0$, $t_r = t^*$, and $\epsilon > 0$ be the precision.

Step 2: [Termination 1] If $\#f[t_r] = 0$, then $\tau = \infty$.

Step 3: [Termination 2] If $\#f[t_r] = 1$ and $f(t_r) = 0$, then $\tau = t^*$.

Step 4: [Bisection Method] Set $t_m = \frac{t_l + t_r}{2}$.

Repeat until $|t_l - t_r| < \epsilon$:

- [Termination 3] If $\#f[t_m] = 1$ and $f(t_m) = 0$, then $\tau = t_m$.
- [Update $t_r$] If $\#f[t_m] = 1$ and $f(t_m) \neq 0$, or $\#f[t_m] > 1$, then set $t_r = t_m$.
- [Update $t_l$] If $\#f[t_m] = 0$, then set $t_l = t_m$.

End

Step 5: [Termination 4] If Step 4 is terminated at $|t_l - t_r| < \epsilon$, then $\tau = t_l$.

The correctness of the termination condition in Step 2 is ensured by Lemma 3.2.10. If neither of the termination conditions in Step 2 and 3 are satisfied, then it means that the first positive zero of $f(t)$ exists and is located in the interval $(t_l, t_r)$. The second case in Step 4 means that the first positive zero of $f(t)$ is located in the interval $(t_l, t_m)$. Analogously, the third case in Step 4 means that the first positive zero of $f(t)$ is located in the interval $(t_m, t_r)$. In Step 5, we conclude that the first positive zero of $f(t)$ is located in the interval $(t_l, t_r)$. Recall that we are interested to find a value $\tau$, such that $f(t) \geq 0$ for all $[0, \tau]$, thus we return $t_l$, i.e., the left end of the interval.

Remark 3.2.14. If all coefficients $\sigma_i \geq 0$ for $i = 1, 2, \ldots, p$ in (3.22), then the algorithm is also applicable to compute a valid steplength threshold for invariance preserving for the polynomial approximation (3.22).
3.2.3 Rational Function Type Discretization Methods

The previous discussion is mainly about a steplength threshold for invariance preserving for a Taylor approximation type discretization methods as specified in (3.10). In this section, we consider more general discretization methods, which are refereed to as the rational function type discretization methods. To be specific, these discretization methods when applied to the continuous system, yield the discrete system

$$x_{k+1} = r(A_c \Delta t)x_k,$$

(3.28)

where $r(t) : \mathbb{R} \to \mathbb{R}$ is a rational function defined as

$$r(t) = \frac{g(t)}{h(t)} = \frac{\lambda_0 + \lambda_1 t + \cdots + \lambda_p t^p}{\mu_0 + \mu_1 t + \cdots + \mu_q t^q},$$

(3.29)

where $\lambda_0, \lambda_1, ..., \lambda_p \in \mathbb{R}, \mu_0, \mu_1, ..., \mu_q \in \mathbb{R}$, and $p, q \in \mathbb{N}$. It is clear that Taylor approximation type discretization methods belong to this type. Some implicit methods are also in this type, e.g., the backward Euler method, Lobatto methods [29], etc.

Definition 3.2.15. [33] Let $r(t)$ be given as in (3.29), and let $M$ be a matrix. Assume $h(M)$ is nonsingular, then

$$r(M) := (h(M))^{-1}g(M) = g(M)(h(M))^{-1}.$$  

(3.30)

3.2.3.1 Existence of Steplength Threshold

In this subsection, our analysis uses the so called radius of absolute monotonicity of a function.

Definition 3.2.16. [60] Let $r(t) : \mathbb{R} \to \mathbb{R}$. If $\rho = \max\{\kappa \mid r^{(i)}(t) \geq 0 \text{ for all } i = 1, 2, ...,\}$ and $t \in [-\kappa, 0]$, where $r^{(i)}(t)$ is the $i^{th}$ derivative of $r(t)$, then $\rho$ is called the radius of absolute monotonicity of $r(t)$.

\[^{1}\text{The definition of a matrix function may refer to Chapter 1 in [33]. By using the definition of matrix functions, and the fact that both } h(x) \text{ and } g(x) \text{ are polynomial functions, one can easily verify that } g(M)h(M) = h(M)g(M). \text{ Multiplying this identity from left and right by the inverse of } h(M) \text{ gives the commuting relationship in (3.30).}\]
The radius of absolute monotonicity of a function is extensively used in the analysis of positivity, monotonicity, and contractivity of discretization methods for ordinary differential equations, see e.g., [38, 42, 60].

**Theorem 3.2.17.** Assume \( r(t) \) is a rational function with \( r(0) = 1 \). Let \( \rho \) be the radius of absolute monotonicity of \( r(t) \). Assume \( \rho > 0 \), and assume a polyhedron \( \mathcal{P} \) be given as in (3.1) is an invariant set for the continuous system (1.2), and the rational function type discretization method given as in (3.28) is applied to the continuous system (1.2). Then \( \tau = \frac{\rho}{\gamma} \), where \( \gamma \) is given in Lemma 3.2.4, is a valid steplength threshold for invariance preserving of the rational function type discretization method given as in (3.28) on \( \mathcal{P} \).

**Proof.** The framework of this proof is similar to the one presented for Lemma 3.2.5. Since \( \mathcal{P} \) is an invariant set for the continuous system, according to Lemma 3.2.4, there exists an \( H \), and \( \gamma > 0 \), such that

\[
H + \gamma I \geq 0, \quad HG = GA_c, \quad \text{and} \quad Hb \leq 0.
\]  

(3.31)

To ensure \( \mathcal{P} \) is also an invariant set for the discrete system, we need to prove that there exists an \( \tilde{H}(\Delta t) \in \mathbb{R}^{m \times m} \), such that

\[
\tilde{H}(\Delta t) \geq 0, \quad \tilde{H}(\Delta t)G = Gr(A_c\Delta t), \quad \text{and} \quad \tilde{H}(\Delta t)b \leq b.
\]  

(3.32)

Let \( \tilde{H}(\Delta t) = r(H\Delta t) \). Now we prove that \( \tilde{H}(\Delta t) \) satisfies (3.32).

For the first condition in (3.32), we use the Taylor expansion of \( r(t) \) at the value \(-\rho\) as

\[
r(t) = \sum_{i=0}^{\infty} \frac{r^{(i)}(-\rho)}{i!} (t + \rho)^i.
\]  

(3.33)

By substituting \( t = H\Delta t \) into (3.33) we have

\[
\tilde{H}(\Delta t) = r(H\Delta t) = \sum_{i=0}^{\infty} \frac{r^{(i)}(-\rho)}{i!} (H\Delta t + \rho I)^i = \sum_{i=0}^{\infty} \frac{r^{(i)}(-\rho)}{i!} (\Delta t)^i \left( H + \frac{\rho}{\Delta t} I \right)^i.
\]  

(3.34)

Since \( \rho \) is the radius of absolute monotonicity of \( r(t) \), we have \( \frac{r^{(i)}(-\rho)}{i!} \geq 0 \) for all \( i \). Also,
according to (3.31), and $\Delta t \leq \frac{\rho}{\gamma}$, i.e., $\frac{\rho}{\Delta t} \geq \gamma$, so we have $H + \frac{\rho}{\Delta t} I \geq H + \gamma I \geq 0$. Then we have $(H + \frac{\rho}{\Delta t} I)^i \geq 0$ for all $i$. According to (3.34), we have $\tilde{H}(\Delta t) \geq 0$ for $\Delta t \leq \frac{\rho}{\gamma}$, thus the first condition in (3.32) is satisfied.

According to Definition 3.2.15, the second condition in (3.32) can be rewritten as

$$(h(H\Delta t))^{-1}g(H\Delta t)G = Gg(A_c\Delta t)(h(A_c\Delta t))^{-1},$$

i.e.,

$$g(H\Delta t)Gh(A_c\Delta t) = h(H\Delta t)Gg(A_c\Delta t). \tag{3.35}$$

According to (3.29), we have

$$h(H\Delta t)Gg(A_c\Delta t) = \sum_{i=1}^{p} \sum_{j=1}^{q} \lambda_i \mu_j H^i G H^j \Delta t^{i+j},$$

$$g(H\Delta t)Gh(A_c\Delta t) = \sum_{j=1}^{q} \sum_{i=1}^{p} \lambda_i \mu_j H^j G H^i \Delta t^{i+j}. \tag{3.36}$$

By recursively using $HG = GA_c$, for any $i, j$, we have

$$H^i G A_c^j = G A_c^{i+j} = H^{i+j} G = H^j G A_c^i. \tag{3.37}$$

According to (3.36) and (3.37), we have that (3.35) is true, i.e., the second condition (3.32) is satisfied.

For the third condition in (3.32) we have

$$\tilde{H}(\Delta t)b = r(H\Delta t)b = \sum_{i=0}^{\infty} \frac{r^{(i)}(-\rho)}{i!} (H\Delta t + \rho I)^i b$$

$$= \sum_{i=0}^{\infty} \frac{r^{(i)}(-\rho)}{i!} (H\Delta t + \rho I)^{i-1} (H\Delta t + \rho I)b$$

$$\leq \sum_{i=0}^{\infty} \frac{r^{(i)}(-\rho)}{i!} (H\Delta t + \rho I)^{i-1} \rho b \leq \sum_{i=0}^{\infty} \frac{r^{(i)}(-\rho)}{i!} \rho^i b = r(0)b = b.$$  

Thus, the third condition in (3.32) is also satisfied. The proof is complete. \hfill \Box

The assumption $r(0) = 1$ in Theorem 3.2.17 is a fundamental condition for most dis-
cretization methods. This is since for steplength $\Delta t = 0$ the coefficient matrix of the discrete system is the identity matrix.

### 3.2.3.2 Computing Steplength Threshold

The steplength threshold given in Theorem 3.2.17 is related to $\rho$ and $\gamma$. Recall that $\gamma$ is given in Lemma 3.2.4, thus we only consider the computation of $\rho$.

Since $r(t)$ is a rational function, all of its derivatives $r^{(i)}(t)$ have the same format, i.e., they are represented as quotients of two polynomial functions. Now recall that the radius of absolute monotonicity $\rho$ is defined as $r^{(i)}(t) \geq 0$ for $t \in [-\rho, 0]$. This requires that the polynomial function in the numerator of $r^{(i)}(t)$ is nonnegative for $t \in [-\rho, 0]$. Thus, a valid $\rho$ is the negative of the first negative real zero of this polynomial function. Then an algorithm similar to the one presented in Section 3.2.2.2 can be proposed to numerically compute $\rho$. Due to the space consideration, we are not repeating the algorithm here.

### 3.2.4 Parameter and Steplength Threshold

According to Theorem 4.3.9 and Theorem 3.2.17, we have that the parameter $\gamma$ plays an important role to derive a large valid steplength threshold. In this section, we consider the effect of $\gamma$ to the steplength threshold.

#### 3.2.4.1 Best Parameter

Let us first consider the case for Taylor approximation type discretization methods. By simple modification, we have that $f_i(\Delta t)$ defined in (3.13) can be written as

$$f_i(\Delta t) = \Delta^i \sum_{k=i}^{p} \frac{(-1)^{k-i}}{k!} \binom{k}{i} (\gamma \Delta t)^{k-i}, \text{ for } i = 0, 1, ..., p, \quad (3.38)$$

which means that smaller $\gamma$ will yield larger steplength threshold for Taylor type discretization method given as in (3.10). Similarly, according to Theorem 3.2.17, we also have that smaller $\gamma$ will yield larger steplength threshold for the rational function type discretization methods (3.28). Thus we prefer the smallest possible $\gamma$, which in fact can be computed by
solving the following optimization problem

$$\min \{ \gamma \mid H + \gamma I \geq 0, \ HG = GA_c, \ and \ Hb \leq 0 \}. \quad (3.39)$$

In optimization problem (3.39), the variables are $H$ and $\gamma$, while $G, A_c$ and $b$ are known, thus problem (3.39) is a linear optimization problem, which can be easily solved by existing optimization algorithms, e.g., simplex methods [6] or interior point methods [56]. If IPMs are used, then (3.39) can be solved in polynomial time. In particular, if there exists an $H \geq 0$ such that $HG = GA_c$ and $Hb \leq 0$, then the optimal solution, denoted by $\gamma^*$, of (3.39) is nonpositive. In this case, according to (3.38), we have $f_i(\Delta t) \geq 0$ for all $\Delta t \geq 0$. Then according to the proof of Lemma 3.2.5, we have that the steplength threshold for invariance preserving for Taylor approximation type discretization methods (3.10) on polyhedron $P$ is infinity. Similarly, if $\gamma^* \leq 0$, according to Theorem 3.2.17, we have that the steplength threshold for invariance preserving for rational function type discretization methods (3.28) on polyhedron $P$ is also infinity. Thus, we have the following theorem.

**Theorem 3.2.18.** If the optimal solution of (3.39) is nonpositive, then the steplength threshold for invariance preserving on the polyhedron $P$ is infinity for both Taylor approximation type discretization methods (3.10) and rational function type discretization methods (3.28) (For rational functional type discretization method, we assume the radius of absolute monotonicity is positive).

One should note that the steplength thresholds given in Theorem 4.3.9 and Theorem 3.2.17 may not be the largest steplength thresholds. For example, for Taylor approximation type discretization methods, we aim to find the first positive zeros of finitely many polynomial functions. In fact, the first positive zeros may not be the best in some cases. For example, if the function is given as $f(\Delta t) = (\Delta t - 1)^2(\Delta t - 2)^2$, then its first positive zero is 1. Then, by our methods, we have $\tau = 1$. However, it is clear that $f(\Delta t) \geq 0$ for any $\Delta t \geq 0$. Thus, in this case, we have $\tau = \infty$.

If the first zero, $\Delta t^*$, of a function is a local minimum of this function, i.e., $f'(\Delta t^*) = 0$, then the first zero should not be used for computing the steplength threshold. This is since the function is tangent to the $x$ axis at the first zero. To verify if a zero is a local minimum,
one can check the first order and second order directives \( f'(\Delta t^*) \) and \( f''(\Delta t^*) \). If \( f(\Delta t^*) = 0 \) and \( f'(\Delta t^*) < 0 \), then we can say that \( \Delta t^* \) is not a local minimum, and thus it is a valid positive zero. If \( f(\Delta t^*) = 0 \), \( f'(\Delta t^*) = 0 \), and \( f''(\Delta t^*) > 0 \), we can say that \( \Delta t^* \) is a local minimum. Then we have to make \( \Delta t \) to be larger, and use an algorithm similar to the one presented in Section 3.2.2.2 to find the next zero of \( f(\Delta t) \), and verify again if that is a local minimum. This procedure used to be repeated until the first valid positive zero is found.

### 3.2.4.2 Relation to the Forward Euler Method

The following lemma presents the relationship between \( \gamma \) that satisfies the constraints in (3.39) and the operator \( I + \gamma^{-1}A_c \) on \( \mathcal{P} \). Recall that \( I + \Delta tA_c \) is the coefficient matrix of the discrete system by using the forward Euler method.

**Lemma 3.2.19.** Assume \( \gamma > 0 \). The conditions \( H + \gamma I \geq 0 \), \( HG = GA_c \), and \( Hb \leq 0 \) are satisfied if and only if \( (I + \gamma^{-1}A_c)\mathcal{P} \subseteq \mathcal{P} \).

**Proof.** “\( \Rightarrow \)” For \( x \in \mathcal{P} \), i.e., \( Gx \leq b \), we have

\[
G(I + \gamma^{-1}A_c)x = Gx + \gamma^{-1}GA_c x \\
= Gx + \gamma^{-1}HGx \quad \leftarrow \text{since } HG = GA_c \\
= \gamma^{-1}(H + \gamma I)Gx \\
\leq \gamma^{-1}(H + \gamma I)b \quad \leftarrow \text{since } Gx \leq b \text{ and } H + \gamma I \geq 0 \\
= b + \gamma^{-1}Hb \leq b \quad \leftarrow \text{since } Hb \leq 0.
\]

Thus we have \( (I + \gamma^{-1}A_c)x \in \mathcal{P} \), i.e., \( (I + \gamma^{-1}A_c)\mathcal{P} \subseteq \mathcal{P} \).

“\( \Leftarrow \)” We note that \( (I + \gamma^{-1}A_c)\mathcal{P} \subseteq \mathcal{P} \) means that \( \mathcal{P} \) is an invariant set for the following discrete system:

\[
x_{k+1} = (I + \gamma^{-1}A_c)x_k.
\]

Then we have that there exists an \( \hat{H} \in \mathbb{R}^{m \times m} \), such that \( \hat{H} \geq 0 \), \( \hat{H}G = G(I + \gamma^{-1}A_c) \), and \( \hat{H}b \leq b \). Let \( \hat{H} = \gamma \hat{H} \), and then we have

\[
\hat{H} \geq 0, \quad \hat{H}G = G(\gamma I + A_c), \text{ and } \hat{H}b \leq \gamma b,
\]
\begin{align*}
(\hat{H} - \gamma I) + \gamma I & \geq 0, \\
(\hat{H} - \gamma I)G & = GA_c, \text{ and } (\hat{H} - \gamma I)b \leq 0.
\end{align*}

Thus replacing $\hat{H} - \gamma I$ by $H$, completes the proof.

We highlight that the forward Euler method is used to analyze invariance in continuous dynamical systems in [14, 15]. In [14], the largest domain of attraction of a continuous dynamical system is approximated with arbitrarily precision by using a polyhedral domain of attraction of a discrete dynamical system. This discrete dynamical system is obtained by the forward Euler method and referred to as Euler approximating system in [14]. The value of $\gamma - 1$ in Lemma 3.2.19 can be considered as the step size of the forward Euler method for preserving the invariance of polyhedral set $P$, and the value of $\gamma$ is easily quantified. The existence of a step size for preserving the contractivity of a set is also presented in [14] for the forward Euler method. A similar result to Lemma 3.2.19 is presented in [15], which is an extension of [23], for $(A, B)$-invariance condition. The forward Euler method is also applied to build the connection between continuous and discrete dynamical systems. The value of the step size of the forward Euler method in [15] for $(A, B)$-invariance condition is computed in a similar way to the one given as in Lemma 3.2.19.
Chapter 4

Theory of Invariance Preserving

In this chapter, we consider the existence of local and uniform invariance preserving steplength thresholds on a set when a discretization method is applied to a linear or nonlinear dynamical system. For the forward or backward Euler method, the existence of local and uniform invariance preserving steplength thresholds is proved when the invariant sets are polyhedra, ellipsoids, or Lorenz cones. Further, we also quantify the steplength thresholds of the backward Euler methods on these sets for linear dynamical systems. Finally, we present our main results on the existence of uniform invariance preserving steplength threshold of general discretization methods on general convex sets, compact sets, and proper cones both for linear and nonlinear dynamical systems.

4.1 Introduction

In this chapter, we consider discrete and continuous linear dynamical systems which are respectively given as in (1.1) and (1.2). For simplicity, we use $A$ to indicate the matrix $A_c$ in the continuous system (1.2) in this chapter.

The following definition introduces the concepts of invariance preserving and steplength threshold.

**Definition 4.1.1.** Assume a set $S$ is an invariant set for the continuous system (1.2), and a discretization method is applied to the continuous system to yield a discrete system.

- For a given $x_k \in S$, if there exists a $\tau(x_k) > 0$, such that $x_{k+1} \in S$ for $\Delta t \in [0, \tau(x_k)]$, 

where \( x_{k+1} \) is obtained by using the discretization method, then the discretization method is \textit{locally invariance preserving at} \( x_k \), and \( \tau(x_k) \) is a \textit{local invariance preserving steplength threshold} for this discretization method at \( x_k \).

- If there exists a \( \tau > 0 \), such that \( S \) is also an invariant set for the discrete system for any steplength \( \Delta t \in [0, \tau] \), then the discretization method is \textit{uniformly invariance preserving on} \( S \) and \( \tau \) is a \textit{uniform invariance preserving steplength threshold} for this discretization method on \( S \).

The forward and backward Euler methods are simple first order discretization methods that are usually applied to solve ordinary differential equations numerically with initial conditions. The forward Euler method, which is an explicit method, is conditionally stable. On the other hand, the backward Euler method, which is an implicit method, is unconditionally stable, see, e.g., [32].

### 4.2 Local Steplength Threshold

In this section, we prove the existence of an invariance preserving local steplength threshold when the invariant sets are polyhedra, ellipsoids, and Lorenz cones.

#### 4.2.1 Existence of Local Steplength Threshold

We first consider polyhedral sets and the forward and backward Euler methods for linear systems.

**Lemma 4.2.1.** Assume that a polyhedron \( \mathcal{P} \), given as in (7.1), is an invariant set for the continuous system (1.2), and \( x_k \in \mathcal{P} \). Then there exists a \( \tau(x_k) > 0 \), such that \( x_{k+1} \in \mathcal{P} \) for all \( \Delta t \in [0, \tau(x_k)] \), where \( x_{k+1} \) is obtained by the forward Euler method.

**Proof.** Since \( \text{int}(\mathcal{P}) \) is an open set, we have that the statement is true for \( x_k \in \text{int}(\mathcal{P}) \). For any \( x_k \in \partial \mathcal{P} \), we have \( x_{k+1} = (I + A\Delta t)x_k = x_k + \Delta tAx_k \). According to Nagumo’s Theorem 7.2.5, see e.g., [48], we have \( Ax_k \in \mathcal{T}_\mathcal{P}(x_k) \). Then the statement is also true for \( x_k \in \partial \mathcal{P} \). \( \square \)

In fact, the proof of Lemma 4.2.1 is also applicable for nonlinear systems, thus a similar
conclusion about the local steplength threshold can be obtained for nonlinear systems too. Now we turn our attention to the backward Euler method.

**Lemma 4.2.2.** Assume that a polyhedron \( P \), given as in (7.1), is an invariant set for the continuous system (1.2), and \( x_k \in P \). Then there exists a \( \tau(x_k) > 0 \), such that \( x_{k+1} \in P \) for all \( \Delta t \in [0, \tau(x_k)] \), where \( x_{k+1} \) is obtained by the backward Euler method.

**Proof.** Since \( P \) is an invariant set for the continuous system (1.2), we have \( G(e^{At}x) \leq b \) for all \( t \geq 0 \). By substituting \( e^{At} = I + At + \frac{1}{2} A^2 t^2 + \cdots \), we have \( Gx + tGAx + \frac{t^2}{2} G A^2 x + \cdots \leq b \) for all \( t \geq 0 \), which, for all \( t \geq 0 \), can be written as

\[
G_i^T x + tG_i^T Ax + \frac{t^2}{2} G_i^T A^2 x + \frac{t^3}{3!} G_i^T A^3 x + \cdots \leq b_i, \quad \text{for } i \in \mathcal{I}(n). \tag{4.1}
\]

For the backward Euler method we need to prove that for given \( Gx_k \leq b \) there exists a \( \tau(x_k) > 0 \), such that \( G(I - A \Delta t)^{-1} x_k \leq b \), for \( \Delta t \in [0, \tau(x_k)] \), which, by using \( (I - A \Delta t)^{-1} = I + A \Delta t + A^2 \Delta t + \cdots \), is equivalent to

\[
G_i^T x_k + \Delta t G_i^T Ax_k + (\Delta t)^2 G_i^T A^2 x_k + (\Delta t)^3 G_i^T A^3 x_k + \cdots \leq b_i, \quad \text{for } i \in \mathcal{I}(n), \tag{4.2}
\]

for \( \Delta t \in [0, \tau(x_k)] \). For \( i \in \mathcal{I}(n) \), we denote the bound for \( \Delta t \) by \( \tau_i(x_k) \geq 0 \), such that (4.2) holds. We have the following three cases:

- If \( G_i^T x_k < b_i \), then \( \tau_i(x_k) > 0 \) due to the fact that \( \text{int}(P) \) is an open set.

- If there exists an \( \ell \geq 1 \), such that \( G_i^T x_k = b_i, G_i^T Ax_k = 0, \ldots, G_i^T A^{\ell-1} x = 0 \), and \( G_i^T A^\ell x_k < 0 \), then according to (4.2), we have \( \tau_i(x_k) > 0 \).

- If neither of the above two cases is true, then we have \( G_i^T x_k = b_i, G_i^T A^j x_k = 0 \) for all \( j = 1, 2, \ldots \), which yields \( \tau_i(x_k) = \infty \).

Let \( \tau(x_k) = \min_{i \in \mathcal{I}(n)} \{ \tau_i(x_k) \} \). Since \( \mathcal{I}(n) = n \) is finite, we have \( \tau(x_k) > 0 \). Clearly, when \( \Delta t \in [0, \tau(x_k)] \), we have \( x_{k+1} = (I - A \Delta t)^{-1} x_k \in P \). The proof is complete. \( \square \)

We now consider ellipsoids and Lorenz cones. If the trajectory of the continuous system is on the boundary of a given ellipsoid or Lorenz cone, then according to the fact that the
forward Euler method yields the tangent line of the trajectory at the given point \( x_k \), we have that the forward Euler method is not invariance preserving for any \( \Delta t > 0 \). Thus, we only consider the backward Euler method for ellipsoids and Lorenz cones.

**Lemma 4.2.3.** Assume that an ellipsoid \( E \), given as in (7.5), is an invariant set for the continuous system (1.2), and \( x_k \in E \). Then there exists a \( \tau(\Delta t) > 0 \), such that \( x_{k+1} \in \text{int}(E) \) for all \( \Delta t \in [0, \tau(\Delta t)] \), where \( x_{k+1} \) is obtained by the backward Euler method.

**Proof.** It is easy to show that \( Ax_k = 0 \) implies \( x_{k+1} = x_k \), thus we consider the case of \( Ax_k \neq 0 \). Since \( \text{int}(E) \) is an open set, it is trivial to find \( \tau(\Delta t) > 0 \) for \( x_k \in \text{int}(E) \). Thus we consider only the case when \( x_k \in \partial E \), i.e., \( x_k^T Q x_k = 1 \).

Since \( E \) is an invariant set for the continuous system, we have \( x_k^T e^{A t} Q (e^{A t}) x_k \leq 1 \) for all \( t \geq 0 \). By substituting \( e^{A t} = I + A t + \frac{1}{2} A^2 t^2 + O(t^3) \), we have

\[
x_k^T Q x_k + t x_k^T (A^T Q + QA) x_k + t^2 \left( \frac{1}{2} x_k^T (A^2 T + A^2) x_k + (Ax_k)^T Q (Ax_k) \right) + O(t^3) \leq 1
\]

for all \( t \geq 0 \), which, by noting that \( x_k^T Q x_k = 1 \), is equivalent to

\[
x_k^T (A^T Q + QA) x_k + t \left( \frac{1}{2} x_k^T (A^2 T + A^2) x_k + (Ax_k)^T Q (Ax_k) \right) + O(t^2) \leq 0 \quad (4.3)
\]

for all \( t \geq 0 \). If \( x_k^T (A^T Q + QA) x_k = 0 \), then \( (Ax_k)^T Q (Ax_k) > 0 \), which, according to \( (4.4) \), yields

\[
\frac{1}{2} x_k^T (A^2 T + A^2) x_k < 0.
\]

For the discrete system obtained by the backward Euler method, by using \( (I - A \Delta t)^{-1} = I + A \Delta t + A^2 \Delta t + O((\Delta t)^3) \), we have

\[
x_{k+1}^T Q x_{k+1} = 1 + \Delta t x_k^T (A^T Q + QA) x_k + (\Delta t)^2 \left( x_k^T (A^2 T + A^2) x_k + (Ax_k)^T Q (Ax_k) \right) + O((\Delta t)^3).
\]
Then we consider the following two cases:

- If $x_k^T(A^TQ + QA)x_k < 0$, then $x_{k+1}^TQx_{k+1} < 1$ for sufficiently small $\Delta t$.
- If $x_k^T(A^TQ + QA)x_k = 0$, then, according to (4.5), we have

$$x_k^T(A^{2T}Q + QA^2)x_k + (Ax_k)^TQ(Ax_k) \leq \frac{1}{2}x_k^T(A^{2T}Q + QA^2)x_k < 0,$$

i.e., the coefficient of $(\Delta t)^2$ in (4.6) is negative, which yields $x_{k+1}^TQx_{k+1} < 1$ for sufficiently small $\Delta t$.

Thus, there exists a $\tau(x_k) > 0$ such that $x_{k+1} \in \text{int}(E)$ for all $\Delta t \in [0, \tau(x_k)]$. The proof is complete.

Now we are ready to extend the result of Lemma 4.2.3 to the case of Lorenz cones.

**Lemma 4.2.4.** Assume that a Lorenz cone $C_L$, given as in (7.6), is an invariant set for the continuous system (1.2), and $x_k \in C_L$. Then there exists a $\tau(x_k) > 0$, such that $x_{k+1} \in C_L$ for all $\Delta t \in [0, \tau(x_k)]$, where $x_{k+1}$ is obtained by the backward Euler method.

**Proof.** Since $x_k = 0$ implies $x_{k+1} = 0$, we consider only the case of $x_k \neq 0$. The idea of the proof is similar to the proof of Lemma 4.2.3. Since inequality (4.3) also holds for $C_L$, we have $x_k^T(A^TQ + QA)x_k \leq 0$. If $x_k^T(A^TQ + QA)x_k = 0$, then $(Ax_k)^TQ(Ax_k) = 0$, i.e., the inner product of $Ax_k$ and $Qx_k$ is 0. This shows that $Ax_k$ is in the tangent plane of $C_L$ at $x_k$, since $Qx_k$ is the normal direction at $x_k$ with respect to $C_L$. The intersection of the tangent plane and the cone is a half line, thus we consider the following two cases:

- If $Ax_k \in \partial C_L$, i.e., $(Ax_k)^TQ(Ax_k) = 0$, then $Ax_k$ is in the intersection of the cone $C_L$ and the tangent plane of cone $C_L$ at $x_k$. Also, since this intersection is a half line, we have $Ax_k = \lambda_k x_k$ for some $\lambda_k > 0$, i.e., the vector $x_k$ is an eigenvector of $A$. Thus, we have $x_{k+1} = x_k + \lambda_k \Delta tx_k + (\lambda_k \Delta t)^2 x_k + \cdots = \frac{x_k}{1 - \lambda_k \Delta t}$, for $\Delta t \in [0, \lambda_k^{-1})$, which implies that $x_{k+1} \in \partial C_L$ for all $\Delta t \in [0, \lambda_k^{-1})$.

- If $Ax_k \notin \partial C_L$, i.e., $(Ax_k)^TQ(Ax_k) > 0$, then the rest of the proof is analogous to the proof of Lemma 4.2.3, which leads to the conclusion that $x_{k+1} \in \text{int}(C_L)$. 

68
Thus, there exists a $\tau(x_k) > 0$, such that $x_{k+1} \in \mathcal{C}_\tau$ for all $\Delta t \in [0, \tau(x_k)]$. The proof is complete.

### 4.2.2 Computation of Local Steplength Threshold

Lemma 4.2.3 and 4.2.4 show the existence of a valid steplength threshold such that $x_{k+1}$ obtained by the backward Euler method is also in the invariant set. In fact, given $x_k \in \mathcal{E}$ (or $\mathcal{C}_\tau$), we can quantify the steplength threshold.

For simplicity we consider only the case of $\mathcal{E}$. To ensure $x_{k+1} \in \mathcal{E}$, we need

$$x_{k+1} = x_k + \Delta t x_k^T (A^T Q + QA) x_k + \cdots \leq 1. \quad (4.7)$$

We introduce the following notations to represent the sum of the remaining infinitely many terms starting from the first, second, and third term in (4.7), respectively.

$$\sigma_1 = \Delta t x_k^T (A^T Q + QA) x_k + \sigma_2,$$

$$\sigma_2 = (\Delta t)^2 x_k^T (A^{2T} Q + A^T QA + QA^2) x_k + \sigma_3,$$

$$\sigma_3 = (\Delta t)^3 x_k^T (A^{3T} Q + A^{2T} QA + A^T QA^2 + QA^3) x_k + \mathcal{O}((\Delta t)^4).$$

Now we use the fact that $\|M + N\| \leq \|M\| + \|N\|$ and $\|MN\| \leq \|M\|\|N\|$, where $M$ and $N$ are matrices of appropriate dimensions. For simplicity we denote $\|A\|\Delta t$ by $\tilde{\alpha}$. We can bound $\sigma_1$ as

$$|\sigma_1| \leq \|Q\|\|x_k\|^2 (2\tilde{\alpha} + 3\tilde{\alpha}^2 + \cdots) = \|Q\|\|x_k\|^2 \frac{2\tilde{\alpha} - \tilde{\alpha}^2}{(1 - \tilde{\alpha})^2}, \quad (4.8)$$

where (4.8) holds when $\tilde{\alpha} \leq 1$, i.e., $\Delta t \leq \frac{1}{\|A\|}$. Similarly, for $\sigma_2$ and $\sigma_3$, we have

$$|\sigma_2| \leq \|Q\|\|x_k\|^2 \frac{3\tilde{\alpha} - 2\tilde{\alpha}^2}{(1 - \tilde{\alpha})^2}, \text{ and } |\sigma_3| \leq \|Q\|\|x_k\|^2 \frac{4\tilde{\alpha} - 3\tilde{\alpha}^3}{(1 - \tilde{\alpha})^2}, \quad (4.9)$$

where $\Delta t \leq \frac{1}{\|A\|}$. We now consider the following three cases.

1). If $x_k^T Q x_k := \delta_1 < 1$, i.e., $x_k \in \text{int}(\mathcal{E})$, then to ensure that (4.7) holds, we let
$|\sigma_1| \leq 1 - \delta_1$, which is true when

$$\frac{2\tilde{\delta}_1^2 - \tilde{\delta}_1^2}{(1-\alpha)^2} \leq \frac{1-\delta_1}{\|Q\|\|x_k\|^2}, \text{ i.e., } \Delta t \leq \frac{1}{\|A\|} \left(1 - \frac{1}{\sqrt{1+\beta_1}}\right) := \gamma_1, \tag{4.10}$$

where $\beta_1 = (1 - \delta_1)\|Q\|^{-1}\|x_k\|^{-2} > 0$.

2). If $x_k^T Q x_k = 1$, i.e., $x_k \in \partial \mathcal{E}$, and $x_k^T (A^T Q + QA) x_k := -\delta_2 < 0$, then to ensure that (4.7) holds, we let $|\sigma_2| \leq \delta_2 \Delta t$, which is true when

$$\frac{3\tilde{\delta}_2^2 - 2\tilde{\delta}_3^2}{(1-\alpha)^2} \leq \frac{\delta_2\|A\|\|Q\|\|x_k\|^2}{\|A\|\|Q\|\|x_k\|^2}, \text{ i.e., } \Delta t \leq \frac{1}{\|A\|} \left(\frac{2\delta_2 + 3 - \sqrt{4\delta_2 + 9}}{2\delta_2 + 4}\right) := \gamma_2, \tag{4.11}$$

where $\beta_2 = \delta_2\|A\|^{-1}\|Q\|^{-1}\|x_k\|^{-2} > 0$.

3). If neither of the previous two cases hold, then according to (4.2.1) we have $x_k^T (A^T Q + A^T QA + QA^2) x_k := -\delta_3 < 0$. Then to ensure that (4.7) holds, we let $|\sigma_3| \leq \delta_3 (\Delta t)^2$, which is true when

$$\frac{4\tilde{\delta}_3^2 - 3\tilde{\delta}_4^2}{(1-\alpha)^2} \leq \frac{\delta_3\|A\|\|Q\|\|x_k\|^2}{\|A\|\|Q\|\|x_k\|^2}, \text{ i.e., } \Delta t \leq \frac{1}{\|A\|} \left(\frac{\beta_3 + 2 - \sqrt{\beta_3 + 4}}{\beta_3 + 3}\right) := \gamma_3 \tag{4.12}$$

where $\beta_3 = \delta_3\|A\|^{-2}\|Q\|^{-1}\|x_k\|^{-2} > 0$.

Clearly, we have $\gamma_1, \gamma_2, \gamma_3 \in (0, \frac{1}{\|A\|})$, which is consistent with conditions (4.8) and (4.9). The analysis for a cone $\mathcal{C}_L$ can be done analogously. The results are summarized in the following lemma.

**Lemma 4.2.5.** Assume that an ellipsoid $\mathcal{E}$, given as in (7.5) (or a Lorenz cone $\mathcal{C}_L$, given as in (7.6)), is an invariant set for the continuous system (1.2), and $x_k \in \mathcal{E}$ (or $x_k \in \mathcal{C}_L$). Then $x_{k+1} \in \text{int}(\mathcal{E})$ (or $\text{int}(\mathcal{C}_L)$), where $x_{k+1}$ is obtained by the backward Euler method with

- $\Delta t \in [0, \gamma_1)$, if $x_k \in \text{int}(\mathcal{E})$ (or $\text{int}(\mathcal{C}_L)$),

- $\Delta t \in [0, \gamma_2)$, if $x_k \in \partial \mathcal{E}$ (or $\partial \mathcal{C}_L$) and $(Ax_k)^T Q x_k < 0$,

- $\Delta t \in [0, \gamma_3)$, if $x_k \in \partial \mathcal{E}$ (or $\partial \mathcal{C}_L$) and $(Ax_k)^T Q x_k = 0$,

where $\gamma_1, \gamma_2$ and $\gamma_3$ are defined as in (4.10), (4.11), and (4.12), respectively.
Note that $\gamma_1, \gamma_2$, or $\gamma_3$ might be quite small. Let us consider an ellipsoid as an example. If $x_k$ is sufficiently close to the boundary, then we have $x_k^T Q x_k := \delta_1 \approx 1$, which yields that $\gamma_1 \approx 0$.

We now present two simple examples, in which the forward Euler method is not invariance preserving, while the backward Euler method is invariance preserving.

**Example 4.2.6.** Consider the ellipsoid $E = \{ (\xi, \eta) \mid \xi^2 + \eta^2 \leq 1 \}$ and the system $\dot{\xi} = -\eta, \dot{\eta} = \xi$.

The solution of this system is $\xi(t) = \alpha \cos t + \beta \sin t$ and $\eta(t) = \alpha \sin t - \beta \cos t$, where $\alpha, \beta$ are two parameters that depend on the initial condition. The solution trajectory is a circle, thus $E$ is an invariant set for the system. If we apply the forward Euler method, the discrete system is $\xi_{k+1} = \xi_k - \Delta t \eta_k, \eta_{k+1} = \Delta t \xi_k + \eta_k$. Thus, we obtain $\xi_{k+1}^2 + \eta_{k+1}^2 = (1 + (\Delta t)^2)(\xi_k^2 + \eta_k^2) > \xi_k^2 + \eta_k^2$, which yields $(\xi_{k+1}, \eta_{k+1}) \notin E$ for every $\Delta t > 0$ when $(\xi_k, \eta_k) \in \partial E$. If we apply the backward Euler method, the discrete system is $\xi_{k+1} = \frac{1}{1 + (\Delta t)^2}(\xi_k - \Delta t \eta_k), \eta_{k+1} = \frac{1}{1 + (\Delta t)^2}(\Delta t \xi_k + \eta_k)$. Thus we obtain that $\xi_{k+1}^2 + \eta_{k+1}^2 = \frac{1}{1 + (\Delta t)^2}(\xi_k^2 + \eta_k^2) \leq \xi_k^2 + \eta_k^2$, which yields $(\xi_{k+1}, \eta_{k+1}) \in E$ for every $\Delta t \geq 0$, when $(\xi_k, \eta_k) \in E$.

**Example 4.2.7.** Consider the Lorenz cone $C_L = \{ (\xi, \eta, \zeta) \mid \xi^2 + \eta^2 \leq \xi^2, \zeta \geq 0 \}$ and the system $\dot{\xi} = \xi - \eta, \dot{\eta} = \xi + \eta, \dot{\zeta} = \zeta$.

The solution of the system is $\xi(t) = e^t (\alpha \cos t + \beta \sin t), \eta(t) = e^t (\alpha \sin t - \beta \cos t)$ and $\zeta(t) = \gamma e^t$, where $\alpha, \beta, \gamma$ are three parameters depending on the initial condition. It is easy to show that $C_L$ is an invariant set for the system. If we apply the forward Euler method, the discrete system is

$$
\begin{pmatrix}
\xi_{k+1} \\
\eta_{k+1} \\
\zeta_{k+1}
\end{pmatrix}
= 
\begin{pmatrix}
1 + \Delta t & -\Delta t & 0 \\
\Delta t & 1 + \Delta t & 0 \\
0 & 0 & 1 + \Delta t
\end{pmatrix}
\begin{pmatrix}
\xi_k \\
\eta_k \\
\zeta_k
\end{pmatrix}.
$$

However, if we choose any $(\xi_k, \eta_k, \zeta_k) \in \partial C_L$, then we have $(\xi_{k+1}, \eta_{k+1}, \zeta_{k+1}) \notin C_L$, since $\xi_{k+1}^2 + \eta_{k+1}^2 = (1 + (1 + \Delta t)^2)(\xi_k^2 + \eta_k^2) > (1 + \Delta t)^2(\xi_k^2 + \eta_k^2) = \xi_{k+1}^2$, for all $\Delta t > 0$. If we
apply the backward Euler method, the discrete system is

\[
\begin{pmatrix}
\xi_{k+1} \\
\eta_{k+1} \\
\zeta_{k+1}
\end{pmatrix} = \frac{1}{\omega} \begin{pmatrix}
(1 - \Delta t)^2 & -\Delta t(1 - \Delta t) & 0 \\
\Delta t(1 - \Delta t) & (1 - \Delta t)^2 & 0 \\
0 & 0 & (1 - \Delta t)^2 + \Delta t^2
\end{pmatrix} \begin{pmatrix}
\xi_k \\
\eta_k \\
\zeta_k
\end{pmatrix},
\]

where \(\omega = (1 - \Delta t)((1 - \Delta t)^2 + \Delta t^2)\). If we choose any point \((\xi_k, \eta_k, \zeta_k) \in C_L\), then we have \((\xi_{k+1}, \eta_{k+1}, \zeta_{k+1}) \in C_L\), since \(\xi_{k+1}^2 + \eta_{k+1}^2 = \frac{1}{\omega}((1 - \Delta t)^4 + \Delta t^2(1 - \Delta t^2)(\xi_k^2 + \eta_k^2) \leq \frac{1}{\omega}((1 - \Delta t)^2 + \Delta t^2)^2(\xi_k^2 + \eta_k^2) \leq \frac{1}{\omega}((1 - \Delta t)^2 + \Delta t^2)^2 z_k^2 = \zeta_{k+1}^2\) for all \(\Delta t > 0\), and \(\zeta_{k+1} = \frac{1}{\omega}((1 - \Delta t)^2 + \Delta t^2)\zeta_k \geq 0\) for all \(\Delta t \in [0, 1)\).

### 4.3 Uniform Steplength Threshold

In the analysis of Section 4.2, the invariance preserving steplength threshold depends on the given \(x_k\). However, such a changing steplength threshold is not practical, i.e., with such changing threshold one has to sequentially modify the value of invariance preserving \(\Delta t\) as \(x_k\) is changing. Thus, it is important to obtain a uniform steplength threshold for invariance preserving that depends only on the given invariant set.

#### 4.3.1 Uniform Steplength Threshold for Linear Systems

We first consider polyhedral sets and the forward Euler method. Note that a similar results for polytopes is presented in [11]. For the forward Euler method, Theorem 3.2.3 already presents the existence of uniform steplength threshold. Thus, we now consider the polyhedron and the backward Euler method. Note that a similar result can be found in [39].

**Theorem 4.3.1.** Assume that a polyhedron \(P\), given as in (3.1), is an invariant set for the continuous system (1.2). Then there exists a \(\hat{\tau} > 0\), such that for every \(x_k \in P\) and \(\Delta t \in [0, \hat{\tau}]\), we have \(x_{k+1} \in P\), where \(x_{k+1}\) is obtained by the backward Euler method, i.e., \(P\) is an invariant set for the discrete system.

**Proof.** Let \(\bar{\tau} = \sup\{\tau \mid I - A\Delta t \text{ is nonsingular for every } \Delta t \in [0, \tau]\}\). Recall that, see, e.g., [54] p. 44, the relative interior and the relative boundary of a set \(S\) are denoted by ri(S)
and \( \text{rb}(\mathcal{S}) \), respectively. Note that \( \mathcal{P} \) is a closed set, thus for every \( x_k \in \mathcal{P} \), one has either \( x_k \in \text{ri}(\mathcal{P}) \) or \( x_k \in \text{rb}(\mathcal{P}) \). We consider the following two cases:

**Case 1**. \( x_k \in \text{ri}(\mathcal{P}) \). For every \( \tau > 0 \), we can reformulate \( x_{k+1} = (I - A\Delta t)^{-1}x_k \) as \( x_{k+1} + \frac{\Delta t}{\tau}x_{k+1} = x_k + \frac{\Delta t}{\tau}(x_{k+1} + \tau Ax_{k+1}) \), i.e.,

\[
x_{k+1} = \frac{\tau}{\tau + \Delta t}x_k + \frac{\Delta t}{\tau + \Delta t}(x_{k+1} + \tau Ax_{k+1}).
\] (4.13)

Note that \( \frac{\tau}{\tau + \Delta t} + \frac{\Delta t}{\tau + \Delta t} = 1 \), \( \frac{\tau}{\tau + \Delta t} > 0 \), and \( \frac{\Delta t}{\tau + \Delta t} > 0 \), thus \( x_{k+1} \) is a convex combination of \( x_k \) and \( \bar{x} = x_{k+1} + \tau Ax_{k+1} \). Further, we observe that \( \bar{x} \) is the vector obtained by applying the forward Euler method at \( x_{k+1} \) with steplength \( \tau \).

Now we are going to prove that \( x_{k+1} \in \text{ri}(\mathcal{P}) \) for every \( \Delta t \in [0, \bar{\tau}) \). This proof is by contradiction. Let us assume that there exists a \( \bar{\tau}_1 \in [0, \bar{\tau}) \), such that \( x_{k+1} = (I - A\bar{\tau}_1)x_k \in \text{rb}(\mathcal{P}) \). We now choose a \( \tau > 0 \), which is not larger than the threshold given in Theorem 4.3.1, thus we have \( \bar{x} \in \mathcal{P} \) and

\[
x_{k+1} = \frac{\tau}{\tau + \bar{\tau}_1}x_k + \frac{\bar{\tau}_1}{\tau + \bar{\tau}_1}\bar{x},
\] (4.14)

which, by noting that \( x_k \in \text{ri}(\mathcal{P}) \), implies that \( x_{k+1} \in \text{ri}(\mathcal{P}) \). This contradicts to the assumption that \( x_{k+1} \in \text{rb}(\mathcal{P}) \).

**Case 2**. \( x_k \in \text{rb}(\mathcal{P}) \). There exists a \( y \in \text{ri}(\mathcal{P}) \), such that \( \bar{x}_k^\epsilon = x_k + \epsilon y \in \text{ri}(\mathcal{P}) \), for every \( \epsilon \in (0, 1) \). By a similar discussion as in Case 1), we have that \( \bar{x}_k^{\epsilon} = (I - A\Delta t)\bar{x}_k^{\epsilon} \in \text{ri}(\mathcal{P}) \), for every \( \Delta t \in [0, \bar{\tau}) \). By letting \( \epsilon \to 0 \), we have that \( \bar{x}_k^{\epsilon} \to x_{k+1} \in \mathcal{P} \).

We prove that every \( \tau \in (0, \bar{\tau}) \) satisfies the theorem. The proof is complete. \( \square \)

**Remark 4.3.2.** The proof of Theorem 4.3.1 also quantifies the value of the invariance preserving uniform steplength threshold \( \bar{\tau} \), i.e., \( \bar{\tau} \in (0, \bar{\tau}) \), where \( \bar{\tau} = \sup\{\tau \mid I - A\Delta t \text{ is nonsingular for every } \Delta t \in [0, \tau]\} \).

**Corollary 4.3.3.** Assume that a polyhedral cone \( \mathcal{C}_P \) is an invariant set for the continuous system (1.2). Then there exists a \( \bar{\tau} > 0 \), such that for every \( x_k \in \mathcal{C}_P \) and \( \Delta t \in [0, \bar{\tau}] \), we have \( x_{k+1} \in \mathcal{C}_P \), where \( x_{k+1} \) is obtained by the backward Euler method, i.e., \( \mathcal{C}_P \) is an invariant set for the discrete system.
Theorem 4.3.4. Assume that an ellipsoid $\mathcal{E}$, given as in (7.5), is an invariant set for the continuous system (1.2). Then there exists a $\hat{\tau} > 0$, such that for every $x_k \in \mathcal{E}$ and $\Delta t \in [0, \hat{\tau}]$, we have $x_{k+1} \in \mathcal{E}$, where $x_{k+1}$ is obtained by the backward Euler method, i.e., $\mathcal{E}$ is an invariant set for the discrete system.

Proof. In the backward Euler method, the coefficient matrix is $(I - A\Delta t)^{-1}$, where $\Delta t$ is the steplength. Given any $x_k \in \mathcal{E}$, according to Lemma 4.2.3, there exists a $\tau(x_k) > 0$, such that $x_{k+1} \in \text{int}(\mathcal{E})$ for every $\Delta t \in (0, \tau(x_k)]$. In our proof, we need to bound the magnitude of the coefficient matrix $(I - A\Delta t)^{-1}$. We consider the eigenvalues of $(I - A\Delta t)^{-1}$, which are $(1 - \lambda_i(A)\Delta t)^{-1}$, for $i = 1, 2, \ldots, n$. To bound $(1 - \lambda_i(A)\Delta t)^{-1}$, we need $|\lambda_i(A)\Delta t| < 1$. Note that any positive $\tau < \tau(x_k)$ is also a bound for $\Delta t$, thus, for example, we can choose

$$0 < \Delta t \leq \hat{\tau}(x_k) := \min\{\tau(x_k), \frac{1}{2\rho(A)}\} = \min\{\tau(x_k), \frac{1}{2\rho(A)}\},$$

where $\rho(A)$ is the spectral radius (see, e.g. [36]) of $A$, which yields $|1 - \lambda_i(A)\Delta t| \geq \frac{1}{2}$. Thus, we need to have that

$$\|(I - A\Delta t)^{-1}\|$$

is uniformly bounded by 2 on $\mathcal{E}$ for every $\Delta t \in (0, \hat{\tau}(x_k)]$.

Since $x_{k+1} = (I - A\hat{\tau}(x_k))^{-1}x_k \in \text{int}(\mathcal{E})$, we can choose a positive $R(x_{k+1})$, such that the open ball $\delta(x_{k+1}, R(x_{k+1})) \subset \text{int}(\mathcal{E})$. It is easy to verify that the open ball $\delta(x_k, \frac{1}{2}R(x_{k+1}))$ is mapped into $\delta(x_{k+1}, R(x_{k+1}))$ by the backward Euler method. This is because for $\tilde{x}_k \in \delta(x_k, \frac{1}{2}R(x_{k+1}))$, we apply the backward Euler method at $\tilde{x}_k$ with $\hat{\tau}(x_k)$ to yield $\tilde{x}_{k+1} = (I - A\hat{\tau}(x_k))^{-1}\tilde{x}_k$. Then we have

$$\|	ilde{x}_{k+1} - x_{k+1}\| \leq \|(I - A\hat{\tau}(x_k))^{-1}\|\|	ilde{x}_k - x_k\| \leq 2\|	ilde{x}_k - x_k\| \leq R(x_{k+1}),$$

i.e., $\tilde{x}_{k+1} \in \delta(x_{k+1}, R(x_{k+1})) \subset \text{int}(\mathcal{E})$. Therefore, we have that $\hat{\tau}(x_k)$ is a uniform bound for $\Delta t$ at every point in $\delta(x_k, \frac{1}{2}R(x_{k+1}))$.

Obviously, $\cup_{x_k \in \mathcal{E}}\delta(x_k, \frac{1}{2}R(x_{k+1}))$ is an open cover of the ellipsoid $\mathcal{E}$. Since $\mathcal{E}$ is a compact set, according to [57], there exists a finite subcover $\cup_{k=1}^{m}\delta(x_k, \frac{1}{2}R(x_{k+1}))$ of $\mathcal{E}$. For each open ball $\delta(x_k, \frac{1}{2}R(x_{k+1}))$, there is a uniform bound $\hat{\tau}(x_k)$, thus, we have that $\hat{\tau} = \min_{k=1,\ldots,m}\{\hat{\tau}(x_k)\}$ is an invariance preserving uniform bound for $\Delta t$ for the backward Euler method at every point in $\mathcal{E}$. The proof is complete. \hfill \Box

We now consider to quantify a uniform steplength threshold of the backward Euler
method for invariance preserving for ellipsoids. We need some technical results.

**Lemma 4.3.5.** [36] Let $M \succ 0$ ($M \preceq 0$, $M \prec 0$, or $M \preceq 0$) and $N$ be a nonsingular matrix. Then $N^T M N \succ 0$ ($N^T M N \preceq 0$, $N^T M N \prec 0$, or $N^T M N \preceq 0$).

**Lemma 4.3.6.** If $Q \succ 0$, $A^T Q + QA \preceq 0$, then

- for $P = QA$, we have $x^T P x \leq 0$ for every $x \in \mathbb{R}^n$.
- for every $t \geq 0$, $I - At$ is nonsingular.

*Proof.* For $x \neq 0$, $2x^T P x = 2x^T (QA)x = x^T (A^T Q + QA)x \leq 0$, that proves the first part.

For the second part, since $I - At = I - tQ^{-1}P = Q^{-1}(Q - tP)$, the singularity of $I - At$ is equivalent to that of $Q - tP$. Assume that the latter one is singular. Then there exists an $x \neq 0$, such that $(Q - tP)x = 0$. Then $0 = x^T (Q - tP)x = x^T Qx - tx^T P x > 0$, where the last inequality is due to $Q \succ 0$ and the first part. This is a contradiction, thus the proof is complete.

The following theorem presents a uniform invariance preserving steplength threshold of the backward Euler method for ellipsoids. The form of the threshold coincides with the one for polyhedra given in Remark 4.3.2. Further, the uniform steplength threshold is proved to be $\infty$.

**Theorem 4.3.7.** Assume that an ellipsoid $E$ is an invariant set for the continuous system (1.2). Let $\bar{\tau} = \sup \{\tau \mid I - A\Delta t \text{ is nonsingular for every } \Delta t \in [0, \tau]\}$. Then $\bar{\tau} = \infty$, and thus for every $x_k \in C$ and $\Delta t \geq 0$ we have that $x_{k+1} \in E$, where $x_{k+1}$ is obtained by the backward Euler method, i.e., $E$ is an invariant set for the discrete system.

*Proof.* We have that $E$ is an invariant set for the discrete and continuous systems if and only if $A^T QA - Q \preceq 0$ and $A^T Q + QA \preceq 0$, respectively. Then by Lemma 4.3.6, we have that $\bar{\tau} = \infty$. It is easy to see that the theorem is equivalent to that $A^T Q + QA \preceq 0$ implies that

$$
(I - tA)^{-T} Q (I - tA)^{-1} - Q \preceq 0
$$

(4.15)

holds for every $t \geq 0$, According to Lemma 4.3.5, to prove (4.15) is equivalent to prove
\[ Q - (I - tA)^T Q (I - tA) \preceq 0, \text{ i.e.,} \]
\[ A^T Q + QA - tA^T QA \preceq 0. \]  

(4.16)

Since \( Q \succ 0 \), we have \( A^T QA \succeq 0 \), thus (4.16) is true. The proof is complete.

Remark 4.3.8. In Theorem 4.3.7, if we assume \( A \) is a symmetric matrix, then we have
\[ \hat{\tau} = \frac{1}{\lambda_1(A)}, \text{ where } \lambda_1(A) \text{ is the largest real eigenvalue of } A. \]

By using an analogous discussion as the one presented in the proof of Theorem 4.3.7, one can show that other discretization methods, e.g., Padé[1,1], Padé[2,2], etc., see e.g., [2], also allow some uniform invariance preserving steplength thresholds.

To establish a uniform invariance preserving steplength threshold for the backward Euler method for the Lorenz cone \( \mathcal{C}_L \), we first consider the case when no eigenvector of the coefficient matrix \( A \) in (1.2) is on the boundary of \( \mathcal{C}_L \).

Theorem 4.3.9. Assume that a Lorenz cone \( \mathcal{C}_L \), given as in (7.6), is an invariant set for the continuous system (1.2), and no eigenvector of the coefficient matrix \( A \) in (1.2) is on \( \partial(\mathcal{C}_L) \). Then there exists a \( \hat{\tau} > 0 \), such that for every \( x_k \in \mathcal{C}_L \) and \( \Delta t \in [0, \hat{\tau}] \), we have \( x_{k+1} \in \mathcal{C}_L \), where \( x_{k+1} \) is obtained by the backward Euler method, i.e., \( \mathcal{C}_L \) is an invariant set for the discrete system.

Proof. If \( x_k = 0 \), then for every \( \Delta t \geq 0 \) we have \( x_{k+1} = 0 \in \mathcal{C}_L \). We now consider the case when \( x_k \neq 0 \). Our proof has two steps.

The first step of the proof is considering a uniform bound for \( \Delta t \) on a base (see [3] page 66) of the Lorenz cone \( \mathcal{C}_L \). For every \( x_k \in \mathcal{C}_L \), to have \( x_{k+1} = (I - A\Delta t)^{-1} x_k \in \mathcal{C}_L \), we need to have

\[
x_{k+1}^T Q x_{k+1} = x_k^T Q x_k + \Delta t x_k^T (A^T Q + QA) x_k \\
+ (\Delta t)^2 x_k^T (A^{2T} Q + A^T QA + QA^2) x_k + \cdots \leq 0.
\]

Let us take a hyperplane \( \mathcal{H} \) such that \( \mathcal{H} \) intersected with \( \mathcal{C}_L \) is a compact set \( 0 \notin \mathcal{C}_L^+ = \mathcal{H} \cap \mathcal{C}_L \).

In fact, \( \mathcal{C}_L^+ \) is a base\(^1\) of the Lorenz cone \( \mathcal{C}_L \). For every \( x_k \in \mathcal{C}_L^+ \), we consider the following

\(^1\)In practice, a possible way to obtain a base can be done as follows: we first take a hyperplane through
four cases:

Case 1): In this case, \( x_k \in \text{int}(\mathcal{C}_L) \cap \mathcal{C}_L^+ \), thus we have \( x_k^T Q x_k < 0 \). Consequently, due to (4.17), \( x_{k+1} \in \text{int}(\mathcal{C}_L) \) for sufficiently small \( \Delta t \).

Case 2): In this case, \( x_k \in \partial(\mathcal{C}_L) \cap \mathcal{C}_L^+ \), and \( x_k^T (A^T Q + QA)x_k < 0 \), thus we have \( x_k^T Q x_k = 0 \). Since the constant term is zero and the first order term is negative in (4.17), we have \( x_k+1 \in \text{int}(\mathcal{C}_L) \) for sufficiently small \( \Delta t \).

Case 3): In this case, \( x_k \in \partial(\mathcal{C}_L) \cap \mathcal{C}_L^+ \), \( x_k^T (A^T Q + QA)x_k = 0 \), and \( Ax_k \notin \partial(\mathcal{C}_L) \cup (-\partial(\mathcal{C}_L)) \), thus we have \( x_k^T Q x_k = 0 \), and \( x_k^T (A2^T Q + A^TQA + QA^2)x_k < 0 \). The last inequality is due to the proof of Lemma 4.2.4. Since the constant term is zero, the first order term is also zero, and the second order term is negative in (4.17), we have \( x_k+1 \in \text{int}(\mathcal{C}_L) \) for sufficiently small \( \Delta t \).

Case 4): In this case, \( x_k \in \partial(\mathcal{C}_L) \cap \mathcal{C}_L^+ \), \( x_k^T (A^T Q + QA)x_k = 0 \), and \( Ax_k \notin \partial(\mathcal{C}_L) \cup (-\partial(\mathcal{C}_L)) \). However, since \( x_k \) is nonzero, we have seen in the proof of Lemma 4.2.4 that in this case \( x_k \) is an eigenvector of \( A \). This violates the assumption of this theorem, thus this case is not possible.

Therefore, for every \( x_k \in \mathcal{C}_L^+ \), there exists a \( \tau(x_k) > 0 \), such that \( x_{k+1} \in \text{int}(\mathcal{C}_L) \) for every \( \Delta t \in (0, \tau(x_k)) \). Also, note that \( \mathcal{C}_L^+ \) is a compact set, thus, according to a similar argument as in the proof of Theorem 4.3.4, we have a uniform bound for \( \Delta t \), denoted by \( \hat{\tau} (\mathcal{C}_L^+ \), on \( \mathcal{C}_L^+ \), such that for every \( x_k \in \mathcal{C}_L^+ \), we have \( x_{k+1} \in \mathcal{C}_L \) for every \( \Delta t \in [0, \hat{\tau}(\mathcal{C}_L^+)] \).

The second step of the proof is extending the uniform bound of the steplength from \( \mathcal{C}_L^+ \) to \( \mathcal{C}_L \). Let \( 0 \neq x_k \in \mathcal{C}_L \). Then, because \( \mathcal{C}_L^+ \) is a base of \( \mathcal{C}_L \), there exists a scalar \( \gamma > 0 \), such that \( \gamma x_k = \tilde{x}_k \in \mathcal{C}_L^+ \). Then we have

\[
x_{k+1} = (I - A\Delta t)^{-1} x_k = (I - A\Delta t)^{-1} \gamma^{-1} \tilde{x}_k = \gamma^{-1} \tilde{x}_{k+1}.
\]

Since \( \tilde{x}_{k+1} \in \mathcal{C}_L \) for every \( \Delta t \in [0, \tau(\mathcal{C}_L^+)] \), we have \( x_{k+1} \in \mathcal{C}_L \), for every \( \Delta t \in [0, \tau(\mathcal{C}_L^+)] \).

Therefore, \( \tau(\mathcal{C}_L^+ \) is a uniform bound for the steplength \( \Delta t \) for the backward Euler method at every point of \( \mathcal{C}_L \). The proof is complete. \( \square \)

the origin that intersects \( \mathcal{C} \) only by the origin. Then shift the hyperplane to \( x^* \), where \( x^* \) is an interior point of \( \mathcal{C} \). The intersection of the shifted hyperplane and \( \mathcal{C} \) is a base of \( \mathcal{C} \). The base of \( \mathcal{C} \) is a compact set.
Now, in a more general setting, we consider the uniform invariance preserving steplength threshold on a general proper cone for linear dynamical systems.

**Definition 4.3.10.** [45] A convex cone $C$ is called proper if it is nonempty, closed, and pointed.

We recall the concept of a matrix to be cross-positive on a proper cone, which is first proposed by Schneider and Vidyasagar in [58].

**Definition 4.3.11.** [58] Let $C \in \mathbb{R}^n$ be a proper cone and $C^*$ be the dual cone of $C$. The matrix $M \in \mathbb{R}^{n \times n}$ is called cross-positive on $C$ if for all $x \in C, y \in C^*$ with $x^T y = 0$, the inequality $x^T M y \geq 0$ holds.

The properties of cross-positive matrices are thoroughly studied in [58]. The following lemma, which directly follows from Theorem 2 and Lemma 6 in [58], is useful in our analysis.

**Lemma 4.3.12.** [58] Let $C \in \mathbb{R}^n$ be a proper cone, and denote the following two sets of matrices: $\Sigma_C = \{ M \mid M \text{ is cross-positive on } C \}$, and $\Pi_C = \{ M \mid (M + \alpha I)(C \setminus \{0\}) \subseteq \text{int}(C) \text{ for some } \alpha \geq 0 \}$. Then the closure of $\Pi_C$ is $\Sigma_C$.

**Lemma 4.3.13.** Let $C \in \mathbb{R}^n$ be a proper cone, and denote $\Omega_C = \{ M \mid MC \subseteq C \}$. Then $\Omega_C$ is closed.

**Proof.** Let $\{M_i\}$ be a sequence of matrices in $\Omega_C$, such that $\lim_{i \to \infty} M_i = M$. We choose an arbitrary $x \in C$. For every $i$, since $M_i C \subseteq C$, we have $M_i x = y_i \in C$. Since $C$ is closed, we have $M x = \lim_{i \to \infty} M_i x = \lim_{i \to \infty} y_i = \bar{y} \in C$. The proof is complete. 

The existence of a uniform invariance preserving steplength threshold for a proper cone is presented in the following theorem.

**Theorem 4.3.14.** Assume that a proper cone $C \in \mathbb{R}^n$ is an invariant set for the continuous system (1.2). Then there exists a $\hat{\tau} > 0$, such that for every $x_k \in C$ and $\Delta t \in [0, \hat{\tau}]$, we have $x_{k+1} \in C$, where $x_{k+1}$ is obtained by the backward Euler method, i.e., $C$ is an invariant set for the discrete system.
Proof. Since $C$ is an invariant set for the continuous system, we have $e^{At}C \subseteq C$ for every $t \geq 0$. According to Theorem 3 in [58], this is equivalent to that the coefficient matrix $A$ is cross-positive on $C$. Then by Lemma 4.3.12, there exists a sequence of matrices $\{A_i\}$, where $(A_i + \alpha_i I)C \subseteq C$ for some $\alpha_i \geq 0$, such that $\lim_{i \to \infty} A_i = A$. For simplicity, we introduce the notation $B_i = A_i + \alpha_i I$, then $B_i C \subseteq C$.

Then we consider $(I - A\Delta t)^{-1}$, i.e., the coefficient matrix of the discrete system obtained by using the backward Euler method. Let $\bar{\tau} = \sup\{\tau \mid I - A\Delta t$ is nonsingular for every $\Delta t \in [0,\tau]\}$, then we have $\bar{\tau} > 0$. Since $\lim_{i \to \infty} A_i = A$ for every $0 < \epsilon_1 < \epsilon_2 < \bar{\tau}$, there exists an integer $n > 0$, such that for every $i > n$, we have $I - A_i\Delta t$ is nonsingular for $\Delta t \in [0,\tau_i]$, where $\tau_i \in (\bar{\tau} - \epsilon_2, \bar{\tau} - \epsilon_1)$. Since $\{\tau_i\}_{i=n}^\infty$ is bounded, it has a convergent subsequence $\{\tau_i^*\}$, i.e., $\lim_{i \to \infty} \tau_i = \bar{\tau} \in [\bar{\tau} - \epsilon_2, \bar{\tau} - \epsilon_1]$. Thus, we have $0 < \bar{\tau} < \bar{\tau}$, and $I - A\Delta t$ is nonsingular for $\Delta t \in [0, \bar{\tau}]$. For every $i^*$ we have

$$ (I - A_{i^*}\Delta t)^{-1} = ((1 + \alpha_{i^*}\Delta t)I - B_{i^*}\Delta t)^{-1} = \frac{1}{1 + \alpha_{i^*}\Delta t}(I - B_{i^*} - \frac{\Delta t}{1 + \alpha_{i^*}\Delta t})^{-1}. \quad (4.18) $$

Since $B_{i^*} C \subseteq C$ and $\frac{\Delta t}{1 + \alpha_{i^*}\Delta t} > 0$, we have

$$ (I - B_{i^*} - \frac{\Delta t}{1 + \alpha_{i^*}\Delta t})^{-1} = (I + \frac{\Delta t}{1 + \alpha_{i^*}\Delta t}B_{i^*} + (\frac{\Delta t}{1 + \alpha_{i^*}\Delta t})^2B_{i^*}^2 + ...)C \subseteq C. \quad (4.19) $$

Since $1 + \alpha_{i^*}\Delta t > 0$, by (4.18) and (4.19), we have $(I - A_{i^*}\Delta t)^{-1} C \subseteq C$ for $\Delta t \in [0, \tau_{i^*}]$.

Finally, since $(I - A\Delta t)^{-1} = \lim_{i^* \to \infty} (I - A_{i^*}\Delta t)^{-1}$, according to Lemma 4.3.13, we have $(I - A\Delta t)^{-1} C \subseteq C$ for $\Delta t \in [0, \bar{\tau}]$. The proof is complete. □

In fact, according to the proof of Theorem 4.3.14, we can also give the exact value of a uniform bound for the steplength for a proper cone.

**Corollary 4.3.15.** Assume that a proper cone $C \in \mathbb{R}^n$ is an invariant set for the continuous system (1.2). Let $\bar{\tau} = \sup\{\tau \mid I - A\Delta t$ is nonsingular for every $\Delta t \in [0,\tau]\}$ and $\hat{\tau} \in (0, \bar{\tau})$. Then for every $x_k \in C$ and $\Delta t \in [0, \hat{\tau})$, we have $x_{k+1} \in C$, where $x_{k+1}$ is obtained by the backward Euler method, i.e., $C$ is an invariant set for the discrete system.

**Proof.** For every $\Delta t \in [0, \hat{\tau})$, we choose $0 < \epsilon_1 < \epsilon_2 < \bar{\tau} - \Delta t$. Then, by an argument similar to the proof of Theorem 4.3.14, we have that $\hat{\tau} \in [\bar{\tau} - \epsilon_2, \bar{\tau} - \epsilon_1]$ is a uniform bound of the
Let us take an example to illustrate Corollary 4.3.15.

**Example 4.3.16.** Consider the cone \( C = \{ (\xi, \eta) \mid \xi^2 \leq \eta^2, \eta \geq 0 \} \), and the system \( \ddot{\xi} = 3\xi - \eta, \ddot{\eta} = -\xi + 3\eta \).

The solution of the system is \( \xi(t) = \frac{1}{2}(\alpha e^{2t} - \beta e^{4t}), \eta(t) = \frac{1}{2}(\alpha e^{2t} + \beta e^{4t}) \), where \( \alpha, \beta \) depend on the initial condition. Clearly, \( C \) is an invariant set for the system. It is easy to compute \( \tau = \sup \{ \Delta t \mid I - A\Delta t \text{ is nonsingular} \} = \frac{1}{4} \). When the backward Euler method is applied, we have \( \xi_{k+1} = \gamma((1 - 3\Delta t)\xi_k - \Delta t\eta_k), \eta_{k+1} = \gamma(-\Delta t\xi + (1 - 3\Delta t)\eta_k) \), where \( \gamma = ((1 - 3\Delta t)^2 + (\Delta t)^2)^{-1} \). To ensure that \( \xi_{k+1}^2 \leq \eta_{k+1}^2 \), we let \( (1 - 3\Delta t)^2 - (\Delta t)^2 \geq 0 \), which yields that \( \Delta t \leq \frac{1}{4} \). Note that the other solution that \( \Delta t \geq \frac{1}{2} \) is not applicable.

Since a Lorenz cone is a proper cone, the following corollary is immediate.

**Corollary 4.3.17.** Assume that a Lorenz cone \( C_L \), given as in (7.6), is an invariant set for the continuous system (1.2). Then there exists a \( \hat{\tau} > 0 \) such that for every \( x_k \in C_L \) and \( \Delta t \in [0, \hat{\tau}] \) we have \( x_{k+1} \in C_L \), where \( x_{k+1} \) is obtained by the backward Euler method, i.e., \( C_L \) is an invariant set for the discrete system. Moreover, \( \hat{\tau} \in [0, \bar{\tau}) \), where \( \bar{\tau} \) is given as in Corollary 4.3.15.

### 4.3.2 General Results for Uniform Steplength Threshold

The property that the backward Euler method has a uniform invariance preserving steplength threshold for plays a significant role in the proof of Theorem 4.3.1, thus we now generalize the conclusion to closed and convex sets. By a similar proof of Theorem 4.3.1, the following theorem is immediate.

**Theorem 4.3.18.** Let \( S \) be a closed and convex set. Assume that \( S \) is an invariant set for the continuous system (1.2), and let \( \bar{\tau} = \sup\{\tau \mid I - A\Delta t \text{ is nonsingular for every } \Delta t \in [0, \tau] \} \). Assume that there exists a \( \bar{\tau} > 0 \), such that for every \( x_k \in S \) and \( \Delta t \in [0, \bar{\tau}] \), we have \( x_k + \Delta tAx_k \in S \). Then for every \( x_k \in S \) and \( \Delta t \in [0, \bar{\tau}) \), we have \( x_{k+1} \in S \), where
$x_{k+1}$ is obtained by the backward Euler method, i.e., $S$ is an invariant set for the discrete system.

The compactness of an ellipsoid plays an important role in the proof of Theorem 4.3.4. Now we generalize Theorem 4.3.4 to compact sets and a general class of discretization methods.

**Theorem 4.3.19.** Let a set $S$, and a discretization method $x_{k+1} = D(\Delta t, x_k)$ be given. Assume that the following conditions hold:

1. The set $S$ is a compact set.
2. For every $x_k \in S$, there exists a $\tau(x_k) > 0$, such that $x_{k+1} \in \text{int}(S)$ for every $\Delta t \in (0, \tau(x_k)]$.
3. The Lipschitz condition holds for $D(\Delta t, x)$ with respect to $x$, i.e., there exists an $L > 0$, such that

\[
\|D(\Delta t, \tilde{x}) - D(\Delta t, x)\| \leq L\|\tilde{x} - x\|, \text{ for } x, \tilde{x} \in S. \tag{4.20}
\]

Then there exists a $\hat{\tau} > 0$, such that for every $x_k \in S$ and $\Delta t \in [0, \hat{\tau}]$, we have $x_{k+1} \in S$, i.e., $S$ is an invariant set for the discrete system.

**Proof.** Note that every positive $\tau < \tau(x_k)$ is also a bound for $\Delta t$ at $x_k$. Then let us define $\hat{\tau}(x_k) = \min\{\tau(x_k), \tilde{\tau}\}$, according to Condition 2, we have $x_{k+1} = D(\hat{\tau}(x_k), x_k) \in \text{int}(S)$. Thus we can choose an $R(x_{k+1}) > 0$, such that the open ball $\delta(x_{k+1}, R(x_{k+1})) \subset \text{int}(S)$. According to Condition 3, there exists $0 < L < \infty$, such that $\|D(\Delta t, x_k)\| \leq L$ for all $x_k \in S$ and $\Delta t \in [0, \hat{\tau}]$. 

![Figure 4.1: The idea of the proof of Theorem 4.3.19.](image)
It is easy to verify that by the discretization method the open ball \( \delta(x_k, \frac{1}{L}R(x_{k+1})) \) is mapping into \( \delta(x_{k+1}, R(x_{k+1})) \), see Figure 4.1. This is because for every \( \tilde{x}_k \in \delta(x_k, \frac{1}{L}R(x_{k+1})) \), the discretization method applied to \( \tilde{x}_k \) with steplength \( \hat{\tau}(x_k) \) yields \( \tilde{x}_{k+1} = D(\hat{\tau}(x_k), \tilde{x}_k) \). Then we have

\[
\|\tilde{x}_{k+1} - x_{k+1}\| \leq \|D(\hat{\tau}(\tilde{x}_k), \tilde{x}_k) - D(\hat{\tau}(x_k), x_k)\| \leq L\|\tilde{x}_k - x_k\| \leq R(x_{k+1}),
\]  

(4.21)
i.e., \( \tilde{x}_{k+1} \in \delta(x_{k+1}, R(x_{k+1})) \subset \text{int}(S) \). Therefore, we have that \( \hat{\tau}(x_k) \) is a uniform bound for \( \Delta t \) at every point in \( \delta(x_k, \frac{1}{L}R(x_{k+1})) \).

Obviously, \( \bigcup_{x_k \in S} \delta(x_k, \frac{1}{L}R(x_{k+1})) \) is an open cover of \( S \). Since \( S \) is a compact set, there exists a finite subcover \( \bigcup_{k=1}^m \delta(x_k, \frac{1}{L}R(x_{k+1})) \) of \( S \). A uniform bound for \( \Delta t \) is the smallest \( \hat{\tau}(x_k) \) of the finite number of open balls \( \delta(x_k, \frac{1}{L}R(x_{k+1})) \), thus, we have that \( \hat{\tau} = \min_{k=1, \ldots, m} \{ \hat{\tau}(x_k) \} \) is a uniform bound for \( \Delta t \) for the discretization method at every point in \( S \). The proof is complete.

According to Theorem 4.3.19, the following corollary is immediate.

**Corollary 4.3.20.** Let a set \( S \), and a discretization method \( x_{k+1} = D(\Delta t)x_k \) be given. Assume that the following conditions hold:

1. The set \( S \) is a compact set.
2. For every \( x_k \in S \), there exists a \( \tau(x_k) > 0 \), such that \( x_{k+1} \in \text{int}(S) \) for every \( \Delta t \in (0, \tau(x_k)] \).
3. There exists a \( \hat{\tau} > 0 \), such that \( \|D(\Delta t)\| \) is uniformly bounded for every \( x \in S \) and \( \Delta t \in [0, \hat{\tau}] \).

Then there exists a \( \hat{\tau} > 0 \), such that for every \( x_k \in S \) and \( \Delta t \in [0, \hat{\tau}] \), we have \( x_{k+1} \in S \), i.e., \( S \) is an invariant set for the discrete system.

The assumption in Theorem 4.3.9 that no eigenvector of the coefficient matrix is on the boundary of \( C_L \) excludes the case that \( x_{k+1} \in \partial(C_L) \). We now generalize Theorem 4.3.9 to proper cones.
Theorem 4.3.21. Let a set $C$, and a discretization method $x_{k+1} = D(\Delta t, x_k)$ be given. Assume that the following conditions hold:

1. The set $C$ is a proper cone.
2. For every $0 \neq x_k \in C$, there exists a $\tau(x_k) > 0$, such that $x_{k+1} \in \text{int}(C)$ for every $\Delta t \in (0, \tau(x_k)]$.
3. The Lipschitz condition holds for $D(\Delta t, x)$ with respect to $x$, i.e., there exists an $L > 0$, such that
   \[ \|D(\Delta t, \tilde{x}) - D(\Delta t, x)\| \leq L\|\tilde{x} - x\|, \text{ for } x, \tilde{x} \in S. \]  
   \[ (4.22) \]
4. The function $D(\Delta t, x)$ is homogeneous of degree $p \geq 1$ with respect to $x$, i.e.,
   \[ D(\Delta t, \alpha x) = \alpha^p D(\Delta t, x), \text{ for } \alpha \in \mathbb{R}, x \in C. \]
   \[ (4.23) \]

Then there exists a $\hat{\tau} > 0$, such that for every $x_k \in C$ and $\Delta t \in [0, \hat{\tau}]$ we have $x_{k+1} \in C$, i.e., $C$ is an invariant set for the discrete system.

Proof. If $x_k = 0$ then for every $\Delta t \geq 0$ we have $x_{k+1} = 0 \in C$. We now consider the case when $x_k \neq 0$. Our proof has two steps.

Figure 4.2: The idea of the proof of Theorem 4.3.21.

The first step of the proof is considering a uniform bound for $\Delta t$ on a base of $C$. Since $C$ is a proper cone, we can take a hyperplane $\mathcal{H}$ to intersect it with $C$ to generate a base of $C$ denoted by $C^+ = \mathcal{H} \cap C$. For every $x_k \in C^+$, there exists a $\tau(x_k) > 0$, such that
\( x_{k+1} \in \text{int}(C) \) for every \( 0 < \Delta t \leq \tau(x_k) \). Note that \( \mathcal{H} \) and \( C \) are closed sets, thus \( C^+ \) is also a closed set. Also, assume that \( C^+ \) is unbounded, then \( C \cap (-C) \) contains a half line, which contradicts that \( C \) is a pointed proper cone. Therefore, \( C^+ \) is a compact set. Then, according to a similar argument as in the proof of Theorem 4.3.20, we have a uniform bound for \( \Delta t \), denoted by \( \hat{\tau}(C^+) \), on \( C^+ \), such that for every \( x_k \in C^+ \), we have \( x_{k+1} \in C \) for every \( \Delta t \in [0, \hat{\tau}(C^+)] \), see Figure 4.2.

The second step of the proof is extending the uniform bound of the steplength \( \Delta t \) from \( C^+ \) to \( C \). Let \( 0 \neq x_k \in C \). Then, because \( C^+ \) is a base of \( C \), there exists a scalar \( \gamma > 0 \) such that \( \gamma x_k = \bar{x}_k \in C^+ \). Then we have

\[
    x_{k+1} = D(\Delta t, x_k) = D(\Delta t, \gamma^{-1} \bar{x}_k) = \gamma^{-p} \bar{x}_{k+1}.
\] (4.24)

Since \( \bar{x}_{k+1} \in C \) for every \( \Delta t \in [0, \tau(C^+)] \), we have \( x_{k+1} \in C \) for every \( \Delta t \in [0, \tau(C^+)] \).

Therefore, \( \tau(C^+) \) is a uniform bound for the steplength \( \Delta t \) for the discretization method at every point on \( C \). The proof is complete. \( \square \)

**Corollary 4.3.22.** Let a set \( C \), and a discretization method \( x_{k+1} = D(\Delta t)x_k \) be given. Assume that the following conditions hold:

1. The set \( C \) is a proper cone.
2. For every \( 0 \neq x_k \in C \), there exists a \( \tau(x_k) > 0 \), such that \( x_{k+1} \in \text{int}(C) \) for every \( \Delta t \in (0, \tau(x_k)] \).
3. There exists a \( \bar{\tau} > 0 \), such that \( ||D(\Delta t)|| \) is uniformly bounded for every \( x \in S \) and \( \Delta t \in [0, \bar{\tau}] \).

Then there exists a \( \bar{\tau} > 0 \), such that for every \( x_k \in C \) and \( \Delta t \in [0, \bar{\tau}] \), we have \( x_{k+1} \in C \), i.e., \( C \) is an invariant set for the discrete system.
Chapter 5

Invariance Conditions for Nonlinear Systems

5.1 Introduction

In this chapter, we consider invariance conditions for some classical convex sets for discrete and continuous nonlinear systems. This chapter is a generalization of Chapter 2. Discrete and continuous systems in general form are respectively described by the following equations:

\[ x_{k+1} = f_d(x_k), \]
\[ \dot{x}(t) = f_c(x(t)), \]

where \( f_d, f_c : \mathbb{R}^n \rightarrow \mathbb{R}^n \) are continuous functions, and \( x_k \in \mathbb{R}^n \) for \( k = 1, 2, ... \) and \( x(t) \in \mathbb{R}^n \) for \( t \geq 0 \) are state variables.

5.2 Invariance Conditions

5.2.1 Invariance Conditions for Discrete Systems

First, an invariance condition of polyhedral sets for discrete systems is presented as follows.

Theorem 5.2.1. Let a polyhedron \( P \) be given as in (7.1) and the discrete system be given
as in (5.1), respectively. Assume \( b_i - G_i^T f_d(x) \) are convex functions for all \( i \in \mathcal{I}(m) \). Then \( \mathcal{P} \) is an invariant set for the discrete system (5.1) if and only if there exists a matrix \( H \geq 0 \), such that

\[
HGx - Gf_d(x) \geq Hb - b, \quad \text{for all } x \in \mathbb{R}^n. \tag{5.3}
\]

**Proof.** We have that \( \mathcal{P} \) is an invariant set for the discrete system (5.1) if and only if \( \mathcal{P} \subseteq \mathcal{P}' = \{ x \mid Gf_d(x) \leq b \} \). The latter one means that for every \( i \in \mathcal{I}(m) \), the system \( G_i^T f_d(x) > b_i \) and \( Gx \leq b \) has no solution. Let us assume to the contrary that there exists an \( x^* \) and \( i^* \), such that \( G_{i^*}^T f_d(x^*) > b_{i^*} \) and \( Gx^* \leq b \). Then we have \( x^* \in \mathcal{P} \) but \( x^* \notin \mathcal{P}' \), which contradicts to \( \mathcal{P} \subseteq \mathcal{P}' \). Also, since \( b_i - G_i^T f_d(x) \) is a convex function, then, according to the convex Farkas Lemma 7.2.3, we have that there exists a vector \( H_i \geq 0 \) such that

\[
b_i - G_i^T f_d(x) + H_i^T (Gx - b) \geq 0, \quad \text{for all } x \in \mathbb{R}^n.
\]

Writing \( H_i^T \) for all \( i \in \mathcal{I}(m) \) together into a matrix \( H \), we have \( H \geq 0 \) and

\[
b - Gf_d(x) + H(Gx - b) \geq 0, \quad \text{for all } x \in \mathbb{R}^n,
\]

which is the same as (5.3).

In Theorem 5.2.1, we require \( b_i - G_i^T f_d(x) \) are convex functions for all \( i \). This means that \( G_i^T f_d(x) \) are concave functions for all \( i \). Clearly, when all \( f_d(x) \) are affine functions, i.e., the system is a linear system, we have \( G_i^T f_d(x) \) are convex functions. To verify if condition (5.3) is true, we can use the following optimization problems.

**Remark 5.2.2.** Consider the following \( m \) optimization problems

\[
\max_{H_i \geq 0} \min_{x \in \mathbb{R}^n} \{ H_i^T Gx - G_i^T f_d(x) - H_i^T b + b_i \} \quad i \in \mathcal{I}(m). \tag{5.4}
\]

If the global optimal objective values of the \( m \) optimization problems in (5.4) are all non-negative, we can claim that condition (5.3) holds.

If the system in Theorem 5.2.1 is a linear dynamical system, one can easily to derive the invariance condition presented in Chapter 2.
Example 5.2.3. Let the discrete system be given as
\[\xi_{k+1} = -\xi_k + 2\eta_k - \xi_k^2, \eta_{k+1} = -2\xi_k - \eta_k + \eta_k^2,\]
and the polyhedron be given as \(P = \{(\xi, \eta) \mid \xi - \eta \leq -10, 2\xi - \eta \leq 10, \xi - 2\eta \leq -20\} \).

We first directly show that \(P\) is an invariant set for the discrete system, i.e., \((\xi_k, \eta_k) \in P\) for all \((\xi_k, \eta_k) \in P\). For simplicity, we only prove the first constraint, i.e., \(\xi_{k+1} - \eta_{k+1} \leq -10\). In fact, we have
\[\xi_{k+1} - \eta_{k+1} = -\xi_k^2 - \eta_k^2 + \xi_k + 2\eta_k + 6.25 \leq 2\xi_k - \eta_k + 6.25 \leq -10\]
and \(2\xi_k - \eta_k \leq 10\). The other two constraints can be proved in a similar manner. On the other hand, one can show that the assumption in Theorem 5.2.1 is satisfied for this example. Then we can find a suitable \(H \geq 0\) such that condition (5.3) holds. One can easily verify that \(H = [0, 0; 0, 0; 1, 0, 1]\) satisfies condition (5.3). Then according to Theorem 5.2.1, we have that \(P\) is an invariant set for the discrete system.

We now consider invariance condition of ellipsoids for the discrete system (5.1).

Theorem 5.2.4. Let an ellipsoid \(E\) be given as in (7.5) and the discrete system be given as in (5.1), respectively. Assume \((f_d(x))^T Q f_d(x)\) is a concave function. Then \(E\) is an invariant set of the discrete system (5.1) if and only if there exists a \(\beta \geq 0\), such that
\[\beta x^T Q x - (f_d(x))^T Q f_d(x) \geq \beta - 1, \text{ for all } x \in \mathbb{R}^n.\] (5.5)

Proof. The ellipsoid \(E\) is an invariant set for the discrete system if and only if \(E \subseteq E'\), where \(E' = \{x \mid (f_d(x))^T Q f_d(x) \leq 1\}\). We also note that \(E \subseteq E'\) is equivalent to \((\mathbb{R}^n \setminus E') \cap E = \emptyset\), i.e., the inequality system \(1 - (f_d(x))^T Q f_d(x) < 0\) and \(x^T Q x - 1 \leq 0\) has no solution. Since \((f_d(x))^T Q f_d(x)\) is a concave function, we have that \(1 - (f_d(x))^T Q f_d(x)\) is a convex function. Note that \(x^T Q x - 1\) is also a convex function, according to Theorem 7.2.3, there exists a \(\beta \geq 0\), such that
\[-(f_d(x))^T Q f_d(x) + 1 + \beta (x^T Q x - 1) \geq 0, \text{ for all } x \in \mathbb{R}^n,\]
which is the same as (5.5). \(\square\)

Remark 5.2.5. If we choose \(x = 0\) in condition (5.5), then we have \(\beta \leq 1 - (f_d(0))^T Q f_d(0)\), which can be considered as an upper bound of \(\beta\).
Remark 5.2.6. Consider the following optimization problem

\[
\max_{\beta \geq 0} \min_{x \in \mathbb{R}^n} \{ \beta x^T Q x - (f_d(x))^T Q f_d(x) - \beta + 1 \}. \tag{5.6}
\]

If the optimal objective value of optimization problem (5.6) is nonnegative, we can claim that condition (5.5) holds.

The parameter \(\beta\) presented in Corollary 5.2.5 can be eliminated. In fact, one can show that \(A_d^T Q A_d - \beta Q \preceq 0\) for \(\beta \in [0, 1]\) and \(Q \succ 0\) is equivalent to \(A_d^T Q A_d - Q \preceq 0\), see Corollary 2.2.20.

Example 5.2.7. Let the discrete system be \(\xi_{k+1} = \sqrt{\xi_k + \eta_k^2}, \eta_{k+1} = \sqrt{\xi_k - 3\eta_k^2}\), and the ellipsoid be given as \(\mathcal{E} = \{(\xi, \eta) | \xi^2 + \eta^2 \leq 1\}\).

For any \((\xi_k, \eta_k) \in \mathcal{E}\), we have \(\xi_{k+1}^2 + \eta_{k+1}^2 = \frac{\xi_k + \eta_k^2}{2} \leq \frac{\sqrt{2}}{2} \sqrt{\xi_k^2 + \eta_k^2} < 1\), which shows that \(\mathcal{E}\) is an invariant set for the discrete system. On the other hand, let \(f(x) = (f_1(x), f_2(x))^T = (\sqrt{\xi_k + \eta_k^2}, \sqrt{\xi_k - 3\eta_k^2})^T\) and \(Q = [1, 0; 0, 1]\). Then we have that \(f(x)^T Q f(x)\) is a concave function. If we choose \(\beta = \frac{1}{4}\), then condition (5.5) yields \((\xi_k - 1)^2 + (\eta_k - 1)^2 + 1 \geq 0\) for any \((\xi_k, \eta_k) \in \mathbb{R}^2\). This also shows that \(\mathcal{E}\) is an invariant set for the discrete system according to Theorem 5.2.4.

We now consider invariance conditions for more general convex sets for discrete system (5.1). Let a convex set be given:

\[
\mathcal{S} = \{x \in \mathbb{R}^n | g(x) \leq 0\}, \tag{5.7}
\]

where \(g : \mathbb{R}^n \to \mathbb{R}\) is a convex function. Then we have the following theorem, which gives invariance condition for the convex set (5.7) for discrete system (5.1).

Theorem 5.2.8. Let the convex set \(\mathcal{S}\) be given as in (5.7) and the discrete system be given as in (5.1), respectively. Assume that there exists \(x^0 \in \mathbb{R}^n\) such that \(g(x) < 0\), and that \(g(f_d(x))\) is a concave function. Then \(\mathcal{S}\) is an invariant set for the discrete system if and
only if there exists an $\alpha \geq 0$, such that

$$\alpha g(x) - g(f_d(x)) \geq 0, \quad \text{for all } x \in \mathbb{R}^n. \quad (5.8)$$

Moreover, if $g(x)$ and $g(f_d(x))$ are quadratic functions, then the assumption that $g(f_d(x))$ is a concave function is not required.

Proof. The major tool used in this proof is the convex Farkas Lemma, i.e., Theorem 7.2.3.

Note that to ensure $S$ is an invariant set for the discrete system, we need to prove $S \subseteq S' = \{x \mid g(f_d(x)) \leq 0\}$, i.e., $(\mathbb{R}^n \setminus S') \cap S = \emptyset$. Then the following inequality system has no solution:

$$-g(f_d(x)) < 0, \quad g(x) \leq 0.$$

According to Theorem 7.2.3, there exists an $\alpha \geq 0$, such that

$$-g(f_d(x)) + \alpha g(x) \geq 0, \quad \text{for } x \in \mathbb{R}^n,$$

which is the same as (5.8). For the case of quadratic functions, we can use a similar argument and the $S$-Lemma to prove the last statement.

Remark 5.2.9. The set $S$ given as in (5.7) is represented by only a single convex function. In fact, the first statement in Theorem 5.2.8 can be easily extended to the set which is presented by several convex functions, e.g., polyhedral sets.

The first statement in Theorem 5.2.8 requires $g(f_d(x))$ is a concave function given that $g(x)$ is a convex function. Let us consider $x$ defined in one dimensional space as an example to illustrate this case is indeed possible. Since $f_d(x)$ is a convex function, we have $f''_d(x) \geq 0$ for all $x \in \mathbb{R}$. For simplicity, we denote $h(x) = -g(f_d(x))$. Then we have

$$h''(x) = -g''(f_d(x))(f_d(x))^2 - g'(f_d(x))f''_d(x). \quad (5.9)$$

If $h''(x) > 0$ for all $x \in \mathbb{R}$, then $h(x)$ is a convex function, i.e., $g(f_d(x))$ is a concave function.

1The example uses the following theorem: if $\tilde{g}(x)$ is a nondecreasing function, and $\tilde{f}(x)$ is a convex function, then $\tilde{g}(\tilde{f}(x))$ is a convex function.
We now find a sufficient condition such that $h'(x) > 0$ for all $x \in \mathbb{R}$. Assume that $g(x)$ is a decreasing convex nonlinear function and $g(x)$ has no lower bound, we have $g'(x) < 0$ and $g''(x) > 0$ for all $x \in \mathbb{R}$. Assume $f_d(x)$ is a concave function, we have $f''_d(x) < 0$. This yields $-\frac{g'(f_d(x))}{g'(f(x))} > 0 \geq \frac{(f'(x))^2}{f''(x)}$, i.e., $h''(x) > 0$.

**Remark 5.2.10.** Consider the following optimization problem:

$$\max \min_{\alpha \geq 0, x \in \mathbb{R}^n} \{\alpha g(x) - g(f_d(x))\}. \tag{5.10}$$

If the optimal objective value of optimization problem (5.10) is nonnegative, we can claim that condition (5.8) holds.

We can prove that optimization problem (5.10) can be transformed to a nonlinear optimization problem. From here, we assume that $g(x)$ in (5.7) is continuously differentiable. We illustrate this idea below:

**Theorem 5.2.11.** Optimization problem (5.10) is equivalent to the nonlinear optimization problem

$$\max_{x, \alpha} \{\alpha g(x) - g(f_d(x)) \mid \alpha \nabla_x g(x) - \nabla_x g(f_d(x)) = 0, \alpha \geq 0\}. \tag{5.11}$$

**Proof.** Since $\alpha \geq 0$, and the functions $g(x)$ and $-g(f_d(x))$ are both convex functions, we have that $\alpha g(x) - g(f_d(x))$ is also a convex function. Also, for $\alpha \geq 0$, the optimization problem

$$\min_{x \in \mathbb{R}^n} \{\alpha g(x) - g(f_d(x))\}, \tag{5.12}$$

is a convex optimization problem in $\mathbb{R}^n$, thus problem (5.12) has a Wolfe dual, see, e.g., [20, 74] given as follows:

$$\max_{x \in \mathbb{R}^n} \{\alpha g(x) - g(f_d(x)) \mid \alpha \nabla_x g(x) - \nabla_x g(f_d(x)) = 0\}. \tag{5.13}$$

Consequently, problem (5.10) is equivalent to the nonlinear optimization problem (5.11). \qed

**Remark 5.2.12.** One can use a proof similar to the one presented in Theorem 5.2.11 to derive equivalent nonlinear optimization problems for the optimization problems (5.4) and
5.2.2 Invariance Conditions for Continuous Systems

In this section, we consider invariance conditions for continuous systems in the form of (5.2).

First, we consider an invariance condition for polyhedral sets given as in (7.1) for continuous system (5.2). For simplicity, we assume that the origin is in the polyhedral set, thus we have

\[ P = \{ x \in \mathbb{R}^n | Gx \leq b \} = \{ x \in \mathbb{R}^n | g_i^T x \leq b_i, i = 1, 2, ..., m \}, \]

where \( b > 0 \).

**Theorem 5.2.13.** Let a polyhedral set be given as \( P = \{ x \in \mathbb{R}^n | g_i^T x \leq b_i, i = 1, 2, ..., m \} \), where \( b > 0 \), and let \( P^i = \{ x \in \mathbb{R}^n | g_i^T x = b_i \text{ and } x \in P \} \) for \( i = 1, 2, ..., m \). Then \( P \) is an invariant set for the continuous system (5.2) if and only if

\[ g_i^T f_c(x) \leq 0, \text{ for all } x \in P^i \] (5.14)

holds for all \( i = 1, 2, ..., m \).

**Proof.** Let \( x \in \partial P \). Then we have that \( x \) is in the relative interior of a face, on the relative boundary, or a vertex of \( P \). There exists an index set \( I_x \) such that \( x \in \cap_{i \in I_x} P^i \). We note that \( T_P(x) = \{ y \in \mathbb{R}^n | g_i^T y \leq 0, i \in I_x \} \), then, according to Nagumo Theorem 7.2.5, the theorem is immediate. \( \Box \)

**Remark 5.2.14.** Let us assume a polyhedral set \( P \) be given as in the statement of Theorem 5.2.13. Consider the following \( m \) optimization problems:

\[ \max \{ g_i^T f_c(x) | g_i^T x = b_i \text{ and } x \in P \}, i = 1, 2, ..., m. \] (5.15)

If the optimal objective values of the all \( m \) optimization problems (5.15) are nonpositive, then we can claim that (5.14) holds.

Invariance conditions for ellipsoids or Lorenz cones for continuous system (5.2) is presented in the following theorem.
**Theorem 5.2.15.** An ellipsoid $E$ given as in (7.5) (or a Lorenz cone $C_L$ given as in (7.6)) is an invariant set for the continuous system (5.2) if and only if

$$(f_c(x))^T Q x \leq 0, \text{ for all } x \in \partial E \text{ (or } x \in \partial C_L).$$

(5.16)

**Proof.** For simplicity, we only consider $E$. The proof for $C_L$ is analogous. Note that $\partial E = \{x | x^T Q x = 1\}$, thus the outer normal vector of $E$ at $x \in \partial E$ is $f_d(x)$. Then we have that the tangent cone is given as $T_E(x) = \{y | y^T Q x \leq 0\}$, thus this theorem follows by the Nagumo Theorem 7.2.5.

**Remark 5.2.16.** Let us consider an ellipsoid $E$ and the following optimization problem:

$$\max \{(f_c(x))^T Q x \, | \, x^T Q x = 1\}. \quad \text{(5.17)}$$

If the global optimal objective value of optimization problem (5.17) is nonpositive, then we can claim that condition (5.16) holds.

**Theorem 5.2.17.** Let the convex set $S$ be given as in (5.7) and function $g(x)$ is continuously differentiable. Then $S$ is an invariant set for the continuous system (5.2) if and only if

$$(\nabla g(x))^T f_c(x) \leq 0, \text{ for all } x \in \partial S.$$ \hspace{1cm} (5.18)

**Proof.** The outer normal vector at $x \in \partial S$ is $\nabla g(x)$. Since $S$ is a convex set, we have

$$T_S(x) = \{y \, | \, (\nabla g(x))^T y \leq 0\}. \quad \text{(5.19)}$$

The proof is immediate by applying Nagumo’s Theorem 7.2.5.

**Remark 5.2.18.** Consider the following optimization problem:

$$\max \{\alpha \, | \, \alpha = (\nabla g(x))^T f_c(x), \, g(x) = 0\}. \quad \text{(5.20)}$$

If the optimal objective value of optimization problem (5.20) is nonpositive, then we can claim that condition (5.18) holds.
We note that the nonlinear optimization problems presented in (5.17) and (5.20) can be hard to solve, since the optimization problems could be not convex optimization problems.

5.2.3 General Results

In this section, invariance conditions without assumptions are presented. First, we present the invariance condition for polyhedral sets for discrete systems.

Theorem 5.2.19. Let the polyhedron $\mathcal{P}$ be given as in (7.1) and the discrete system be given as in (5.1). Then $\mathcal{P}$ is an invariant set for the discrete system (5.1) if and only if there exists a matrix $H \geq 0$, such that

$$HGx - Gf_d(x) \geq Hb - b, \text{ for all } x \in \mathcal{P}. \quad (5.21)$$

Proof. Sufficiency: Condition (5.21) can be reformulated as $b - Gf_d(x) \geq H(b - Gx)$, where $x \in \mathcal{P}$, i.e., $b - Gx \geq 0$. Since $H \geq 0$, we have $b - Gf_d(x) \geq 0$, i.e., $f_d(x) \in \mathcal{P}$ for all $x \in \mathcal{P}$. Thus $\mathcal{P}$ is an invariant set for the discrete system. Necessity: Assume $\mathcal{P}$ is an invariant set for the discrete system, then we have that $b - Gx \geq 0$ implies $b - Gf_d(x) \geq 0$. Thus, we can choose $H = 0$. \qed

We now present the invariance condition for ellipsoidal sets for discrete systems.

Theorem 5.2.20. Let the ellipsoid $\mathcal{E}$ be given as in (7.5) and the discrete system be given as in (5.1), respectively. Then $\mathcal{E}$ is an invariant set for the discrete system if and only if there exists a $\beta \geq 0$, such that

$$\beta x^TQx - (f_d(x))^TQf_d(x) \geq \beta - 1, \text{ for all } x \in \mathcal{E}. \quad (5.22)$$

Proof. Sufficiency: Condition (5.22) can be reformulated as $1 - (f_d(x))^TQf_d(x) \geq \beta(1 - x^TQx)$, where $x \in \mathcal{E}$. Thus we have $1 - (f_d(x))^TQf_d(x) \geq 0$, i.e., $f_d(x) \in \mathcal{E}$. Thus $\mathcal{E}$ is an invariant set for the discrete system. Necessity: It is immediate by choosing $\beta = 0$. \qed

We now present the invariance condition for convex sets for discrete systems.
Theorem 5.2.21. Let the convex set $S$ be given as in (5.7) and the discrete system be given as in (5.1), respectively. Then $S$ is an invariant set for the discrete system if and only if there exists an $\alpha \geq 0$, such that

$$\alpha g(x) - g(f_d(x)) \geq 0, \quad \text{for all } x \in S. \quad (5.23)$$

Proof. Sufficiency: Condition (5.23) can be reformulated as $\alpha g(x) \geq g(f_d(x))$, where $x \in S$, i.e., $g(x) \leq 0$. According to $\alpha \geq 0$, we have $g(f_d(x)) \leq 0$, i.e., $f_d(x) \in S$. Thus $S$ is an invariant set for the discrete system. Necessity: It is immediate by choosing $\beta = 0$. $\square$

We note that there is no convexity assumption for the involved in Theorem 5.2.19, Theorem 5.2.20, and Theorem 5.2.21, we cannot use Wolfe duality to derive the invariance conditions. The absence of convexity assumptions makes the theorems stronger, however the nonlinear feasibility problems (5.21), (5.22), and (5.23) are nonconvex, thus their verification is significantly harder than solving convex feasibility problems and requires harder optimization problems to be solved.
Chapter 6

Conclusions and Future Research

In this chapter, we conclude this thesis and propose future research topics.

6.1 Conclusions

Invariant sets are important both in the theory and computational practice of dynamical systems. In this thesis, we studied four fundamental questions arising in this field. The first question is: how can we efficiently verify whether a set is an invariant set for a linear continuous or discrete system. To answer this question, we derived sufficient and necessary conditions for several classical sets, which have wide range of applications, to be an invariant set for a linear system by presenting a novel, simple, and unified approach, which relies on optimization theory. Our sufficient and necessary conditions are more straightforward to use than using the definition directly for the verification of invariant sets. The second question is that when a discretization method is applied to solve a continuous system, how can we ensure that the discretization method is invariance preserving, i.e., the invariant set for the continuous system is also an invariant set for the discretized system. To answer this question, we studied three classic types of discretization methods for linear system, and proposed novel approaches to calculate a valid or largest uniform steplength threshold for invariance preserving. These methods have the potential to significantly influence computational practice as they enable us to identify a pre-specified steplength threshold for invariance preservation. The third question is an extension of the second question: how
can we generalize the existence of uniform steplength threshold for invariance preserving for general sets and systems. To answer this question, we established a novel theory to ensure positive local and uniform steplength threshold for invariance preserving on a set when a discretization method is applied to a linear or nonlinear dynamical system. Our methodology not only applied to classic sets, discretization methods, and dynamical systems, but also extended to more general sets, discretization methods, and dynamical systems. The last question is: how can we extend the first question to nonlinear systems. To answer this question, we used optimization methodology to derive invariance conditions for some classic sets for nonlinear dynamical systems.

In Chapter 2, we explore invariance conditions for four classic convex sets, for both linear discrete and continuous systems. In particular, these four convex sets are polyhedra, polyhedral cones, ellipsoids, and Lorenz cones, all of which have a wide range of applications in control theory. In this chapter, we present a novel, simple and unified method to derive invariance conditions for linear dynamical systems. We first consider discrete systems, followed by continuous systems, since invariance conditions of the latter one are derived by using invariance condition of the former one. For discrete systems, to derive invariance conditions, we introduce the Theorems of Alternatives, i.e., the Farkas Lemma and the $S$-lemma. We also show that by applying the $S$-lemma one can extend invariance conditions to any set represented by a quadratic inequality. The connection between discrete systems and continuous systems is built by using the forward or backward Euler methods, while invariance is preserved with sufficiently small step size. Then we use elementary methods to derive invariance conditions for continuous systems. In Chapter 2 we not only present invariance conditions of the four convex sets for continuous and discrete systems by using simple proofs, but also establishes a framework, which may be used for other convex sets as invariant sets, to derive invariance conditions for both continuous and discrete systems.

In Chapter 3, we consider invariance preserving steplength thresholds on polyhedron, when the discrete system is obtained by using special classes of discretization methods. Many real world problems are studied by developing dynamical system models. In practice, continuous systems are usually solved by using discretization methods. We particularly study three classes of discretization methods, which are: the forward Euler method, Taylor
approximation type, and rational function type. For the forward Euler method we prove that the largest steplength threshold can be obtained by solving a finite number of linear optimization problems. For the second class of discretization methods, we show that a valid steplength threshold can be obtained by finding the first positive zeros of a finite number of polynomial functions. We also present a simple and efficient algorithm to numerically compute these positive zeros. For the last class of discretization methods, a valid steplength threshold for invariance preserving is presented. This steplength threshold depends on the radius of absolute monotonicity, and can be computed by a method analogous to the one used in the first case.

In Chapter 4, we propose a theory of the existence of local or uniform invariance preserving steplength thresholds for large class of discretization methods. Existing results usually rely on the assumption that the explicit Euler method has an invariance preserving steplength threshold. In this chapter, first we study the existence and the quantification of local and uniform invariance preserving steplength threshold for Euler methods on special sets, namely, polyhedra, ellipsoids, or Lorenz cones. Our novel proofs are using only elementary concepts. We also extend our results and proofs to general convex sets, compact sets, and proper cones when a general discretization method is applied to linear or nonlinear dynamical systems. Conditions for the existence of a uniform invariance preserving steplength threshold for discretization methods on these sets are presented. In practice, one can use our results as criteria to check if a discretization method is invariance preserving with a uniform steplength threshold.

In Chapter 5, we derive invariance condition of some classical sets for nonlinear dynamical systems by utilizing methodology analogous to the one presented in Chapter 2. This is motivated by the fact that most problems in the real world often show nonlinearity characteristics which are modeled by nonlinear dynamical systems. First, the Theorems of Alternatives, i.e., the nonlinear Farkas lemma and the $S$-lemma, together with Nagumo’s Theorem are utilized to derive invariance conditions for discrete and continuous systems. Only some standard assumptions are needed to establish invariance of some broadly used convex sets, including polyhedral and ellipsoidal sets. Second, we establish optimization framework to computationally verify the invariance conditions. Finally, we derive the in-
variance conditions for these classic sets for nonlinear systems without any conditions.

6.2 Future Research

We now consider future research directions. One interesting direction is to design novel invariant sets so that the steplength threshold \( \hat{\tau} \) for invariance preserving is large. We can consider polyhedral cones or Lorenz cones. We are also interested in deriving invariance conditions for the intersections of some convex sets, e.g., the intersections of several ellipsoids.

6.2.1 Research Direction 1:

For the design of novel invariant conic sets for discrete systems, Horváth [37] has constructed an invariant polyhedral cone in \( \mathbb{R}^n_+ \), i.e., in the positive orthant of \( \mathbb{R}^n \).

**Lemma 6.2.1.** [37] The following two statements are true:

- Let \( s \in \mathbb{R}^n \) and \( s > 0 \), then for every \( v \in \mathbb{R}^n \) there exists the minimum real number, denoted by \( \sigma_s(v) \), such that \( \sigma_s(v)s \pm v \geq 0 \).
- Let \( \{s_k\} \) be a basis of \( \mathbb{R}^n \), \( s_1 > 0 \). Suppose a vector \( v = \sum_{k=1}^n \eta_ks_k \in \mathbb{R}^n \) is given, where \( \eta_1 \geq 0 \), and \( \sum_{k=1}^n \sigma_{s_1}(s_k)|\eta_k| \leq 2\eta_1 \). Then \( v \geq 0 \).

An intuitive explanation of Lemma 6.2.1 is given as follows: since \( s_1 > 0 \) means that \( s_1 \) is in the interior of \( \mathbb{R}^n_+ \), to ensure \( v \in \mathbb{R}^n_+ \), the weight on \( s_1 \) is required to dominate that on the other basis vectors. Thus, by Lemma 6.2.1, the following set is constructed.

\[
C = \left\{ x \in \mathbb{R}^n | v = \sum_{k=1}^n \eta_ks_1, \sum_{k=1}^n \sigma_{s_1}(s_k)|\eta_k| \leq 2\eta_1 \right\}.
\] (6.1)

Although the author mentions that the set \( C \) defined in (6.1) is, in fact, a polyhedral cone, we present the following theorem to prove this statement, and this theorem explicitly gives the extreme ray of the polyhedral cone. For simplicity, we do not present the proof.

**Theorem 6.2.2.** The set \( C \) defined as (6.1) is a polyhedral cone in \( \mathbb{R}^n \), and its extreme rays are \( \sigma_{s_1}(s_k)s_1 \pm s_k \), for \( k = 2, ..., n \), where \( \sigma_{s_1}(s_k) \) is defined in Lemma 6.2.1.
Then, the invariance condition under which a matrix $A$ leaves $C$ invariant is presented in [37]. In fact, this is the invariance condition for the discrete system.

**Theorem 6.2.3.** [37] Assume that the eigenvalues of $A$ are real and denoted by $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n$. The set of the eigenvectors $\{s_k\}$, where $s_k$ corresponds to $\lambda_k$, is a basis of $\mathbb{R}^{n \times n}$. Let $s_1 > 0$, and the cone $C$ be defined as (6.1). If $\lambda_1 \geq \max_{k \geq 2} |\lambda_k|$, then $AC \subseteq C$.

The steplength threshold for invariance preserving is also studied in the following theorem.

**Theorem 6.2.4.** [37] Let $A, \{\lambda_k\}, \{s_k\},$ and $C$ be given as in Theorem 6.2.3, and assume $\lambda_1 \leq 0$. Let $\delta \in (0, \infty]$, and assume a rational function $r(t)$ is non-negative and strictly increasing on $[-\delta, 0]$, and $r(-\delta) \geq |r(t)|$ for all $t \in (-\infty, -\delta)$. Then $r(A\Delta t)C \subseteq C$ for every $\Delta t \in [0, -\delta/\lambda_1]$.

According to the discussion above, we now propose the potential method to design novel Lorenz cones in $\mathbb{R}^n_+$ by investigating the eigen-structure of the coefficient matrix of the dynamical system. Applying similar ideas as in [37], we may use the eigenvalues and eigenvectors of the coefficient matrix to design Lorenz cones. We use the same notations as in Theorem 6.2.3. Our idea is presented as follows:

1. similar to Theorem 6.2.3, let $s_1 > 0$.
2. for every $s_k, k \geq 2$, we choose $\tilde{\sigma}_k$, such that $\tilde{\sigma}_k s_1 \pm s_k \geq 0$.
3. use $\{\tilde{\sigma}_k s_1 \pm s_k\}_{k \geq 2}$ to design an ellipsoid $\mathcal{E}$ in $\mathbb{R}^n_+$.
4. the Lorenz cone $C$ is designed by choosing $\mathcal{E}$ as its base and the origin as its vertex.

Two difficulties immediately arise:

- How to derive the explicit description of the constructed ellipsoid in Step 3? The difficulty is mainly due to that the constructed ellipsoid has to be in $\mathbb{R}^n_+$.
- How to compute $\hat{\tau}$ for a given cone?

### 6.2.2 Research Direction 2

For the Lorenz cone, we are also interested in considering it in $\mathbb{R}^n_+$. This is since several problems are usually introduced and studied in $\mathbb{R}^n_+$ in practice. The so called Dikin ellipsoid which is originally developed in optimization theory has caught our attention.
Definition 6.2.5. \[22\] Let \( F = \mathbb{R}^n_+ \) and \( \bar{x} \in \text{int}(F) \). The **Dikin ellipsoid** around \( \bar{x} \) is

\[
\mathcal{E}_{\bar{x}, \delta} = \{ x \in \mathbb{R}^n \mid (x - \bar{x})^T H (x - \bar{x}) \leq \delta \leq 1 \} = \{ x \in \mathbb{R}^n \mid \sum_{i=1}^{n} \frac{(x_i - \bar{x}_i)^2}{\bar{x}_i^2} \leq \delta \leq 1 \}, \tag{6.2}
\]

where \( H = \text{diag}(\bar{x}_1^{-2}, \bar{x}_2^{-2}, ..., \bar{x}_n^{-2}) \).

One of the most significant properties of a Dikin ellipsoid is presented as follows.

Theorem 6.2.6. Let \( F = \mathbb{R}^n_+ \), \( \bar{x} \in \text{int}(\mathcal{P}) \), then \( \mathcal{E}_{\bar{x}, \delta} \subseteq F \).

According to the discussion above, we now propose a potential method to design novel Lorenz cones in \( \mathbb{R}^n_+ \) by using Dikin ellipsoids. By Theorem 6.2.6, we have that \( x \in \mathcal{E}_{\bar{x}, \delta} \) implies \( x \geq 0 \). Our idea is presented as follows:

1. use a hyperplane to intersect the Dikin ellipsoid through its center, resulting an ellipsoidal intersection.
2. the intersection is then used as the base of the cone and the origin as its vertex.

Two difficulties immediately arise:

- How to derive an explicit description of the constructed cone? Although the formulae of the hyperplane and the Dikin ellipsoid are given, the formula of the constructed cone is not trivial to obtain especially in high dimensional space.

- How to compute \( \hat{\tau} \) for the constructed Lorenz cone? We have deep analysis for polyhedral sets, but Lorenz cones are quite different from polyhedral cones. To solve this difficulty, we might use optimization techniques. By solving appropriate optimization problems, we can obtain a valid threshold.

Assume Lorenz cones in \( \mathbb{R}^n_+ \) have been designed by either the first or the second method given as above, a challenge for the constructed Lorenz cones is given as follows:

For a given discretization method, how to choose a "good" invariant cone, where "good" means having large \( \hat{\tau} \)? We need to properly choose the position and shape of the constructed cone, and then compute \( \hat{\tau} \) to choose the cone with large \( \hat{\tau} \).
Figure 6.1: Two different ways to design novel invariant sets.
Chapter 7

Appendix

In this Appendix, we introduce basic concepts and theorems used in this thesis.

7.1 Basic Concepts

Definition 7.1.1. A polyhedron, denoted by \( P \subseteq \mathbb{R}^n \), can be defined as the intersection of a finite number of half-spaces:

\[
P = \{ x \in \mathbb{R}^n \mid Gx \leq b \},
\]

where \( G \in \mathbb{R}^{m \times n} \) and \( b \in \mathbb{R}^m \).

An equivalently definition of a polyhedral set is given as follows:

Definition 7.1.2. A polyhedron, denoted by \( P \subseteq \mathbb{R}^n \), can be defined the set of points that can be given as the sum of the convex combination of a finite number of points and the conic combination of a finite number of vectors:

\[
P = \left\{ x \in \mathbb{R}^n \mid x = \ell_1 \sum_{i=1}^{\ell_1} \theta_i x^i + \sum_{j=1}^{\ell_2} \hat{\theta}_j \hat{x}^j, \sum_{i=1}^{\ell_1} \theta_i = 1, \theta_i \geq 0, \hat{\theta}_j \geq 0 \right\},
\]

where \( x^1, \ldots, x^{\ell_1}, \hat{x}^1, \ldots, \hat{x}^{\ell_2} \in \mathbb{R}^n \). The vertices of \( P \) form a subset of \( x^i, i \in \mathcal{I}(\ell_1) \), and the extreme rays of \( P \) are represented as \( x^i + \alpha \hat{x}^j, \alpha > 0 \), for some \( i \in \mathcal{I}(\ell_1) \) and \( j \in \mathcal{I}(\ell_2) \).

We highlight that a bounded polyhedron, i.e., \( \ell_2 = 0 \) in (7.2), is called a polytope.
Definition 7.1.3. A polyhedral cone, denoted by \( C_P \subseteq \mathbb{R}^n \), can be also considered as a special class of polyhedra, and it can be defined as:

\[
C_P = \{ x \in \mathbb{R}^n \mid Gx \leq 0 \},
\]

or equivalently,

\[
C_P = \{ x \in \mathbb{R}^n \mid x = \sum_{j=1}^{\ell} \hat{\theta}_j \hat{x}^j, \ \hat{\theta}_j \geq 0 \},
\]

where \( G \in \mathbb{R}^{m \times n} \) and \( \hat{x}^1, ..., \hat{x}^{\ell} \in \mathbb{R}^n \). The extreme rays of \( C_P \) are \( \hat{x}^j, j > 0 \).

An ellipsoid is defined as follows:

Definition 7.1.4. An ellipsoid, denoted by \( E \subseteq \mathbb{R}^n \), centered at the origin, is defined as:

\[
E = \{ x \in \mathbb{R}^n \mid x^T Q x \leq 1 \},
\]

where \( Q \in \mathbb{R}^{n \times n} \) and \( Q \succ 0 \).

We note that any ellipsoid with nonzero center can be transformed to an ellipsoid centered at the origin.

Definition 7.1.5. A Lorenz cone\(^1\), denoted by \( C_L \subseteq \mathbb{R}^n \), with vertex at the origin, is defined as:

\[
C_L = \{ x \in \mathbb{R}^n \mid x^T Q x \leq 0, \ x^T u_n \geq 0 \},
\]

where \( Q \in \mathbb{R}^{n \times n} \) is a symmetric nonsingular matrix with exactly one negative eigenvalue \( \lambda_n \), i.e., inertia\(\{Q\} = \{n - 1, 0, 1\} \), and \( u_n \) is the eigenvector corresponding to the only negative eigenvalue \( \lambda_n \).

Similar to ellipsoids, any Lorenz cone with nonzero vertex can be transformed to a Lorenz cone with vertex at the origin. For every Lorenz cone, given as in (7.6), there exists an orthonormal basis \( \{u_1, u_2, ..., u_n\} \), i.e., \( u_i^T u_j = \delta_{ij} \), where \( u_i \) is the eigenvector corresponding to the eigenvalue, \( \lambda_i \), of \( Q \), and \( \delta_{ij} \) is the Kronecker delta function, such

\(^1\)A Lorenz cone is sometimes also called an ice cream cone, a second order cone, or an ellipsoidal cone, see, e.g., [54].
that $Q = U \Lambda \frac{1}{2} \tilde{I} \Lambda \frac{1}{2} U^T$, where $U = [u_1, u_2, ..., u_n], \Lambda \frac{1}{2} = \text{diag}\{\sqrt{\lambda_1}, ..., \sqrt{\lambda_{n-1}}, \sqrt{-\lambda_n}\}$ and $\tilde{I} = \text{diag}\{1, ..., 1, -1\}$.

**Definition 7.1.6.** A **standard Lorenz cone**, denoted by $C^*_L \subseteq \mathbb{R}^n$, with vertex at the origin is defined as:

$$C^*_L = \{ x \in \mathbb{R}^n \mid x^T \tilde{I} x \leq 0, x^T e_n \geq 0 \}, \quad (7.7)$$

where $\tilde{I} = \text{diag}\{1, ..., 1, -1\}$ and $e_n = (0, ..., 0, 1)^T$.

### 7.2 Basic Theorems

In this section, basic theorems related to, or used as tools to study, invariant sets for dynamical systems are introduced.

The Farkas lemma [56] and the $S$-lemma [52, 75], both of which are also called the Theorem of Alternatives, are fundamental tools to derive invariance conditions for discrete systems. The $S$-lemma, first proved by Yakubovich [75], is somewhat analogous to a special case of the nonlinear Farkas lemma, see Pólik and Terlaky [52].

**Theorem 7.2.1. (Farkas lemma [56])** Let $P \in \mathbb{R}^{m \times n}, d \in \mathbb{R}^m, c \in \mathbb{R}^n$, and $\beta \in \mathbb{R}$. Then the following two statements are equivalent:

1. There is no $y \in \mathbb{R}^m$, such that $P^T y \leq c$ and $d^T y > \beta$;

2. There exists a vector $z \in \mathbb{R}^n$, such that $z \geq 0, P z = d$, and $c^T z \leq \beta$.

**Theorem 7.2.2. (S-lemma [52, 75])** Let $g_1(y), g_2(y) : \mathbb{R}^n \to \mathbb{R}$ be quadratic functions, and suppose that there is a $\hat{y} \in \mathbb{R}^n$ such that $g_2(\hat{y}) < 0$. Then the following two statements are equivalent:

1. There exists no $y \in \mathbb{R}^n$, such that $g_1(y) < 0, g_2(y) \leq 0$.

2. There exists a scalar $\rho \geq 0$, such that $g_1(y) + \rho g_2(y) \geq 0$, for all $y \in \mathbb{R}^n$.

**Theorem 7.2.3. (Convex Farkas lemma [52, 56])** Let $h(y), g_1(y), g_2(y), ..., g_m(y) : \mathbb{R}^n \to \mathbb{R}$ be convex functions. Assume the Slater condition\(^2\) is satisfied. Then the following

\(^2\)The Slater condition means that there exists a $\hat{y} \in \mathbb{R}^n$, such that $g_j(\hat{y}) \leq 0$ for all $j$ when $g_j(x)$ is linear and $g_j(\hat{y}) < 0$ for all $j$ when $g_j(x)$ is nonlinear.
two statements are equivalent:

1. The inequality systems $h(y) < 0$, $g_j(y) \leq 0$, $j = 1, 2, ..., m$ have no solution.

2. There exist $\beta_1, \beta_2, ..., \beta_m \geq 0$, such that $h(y) + \sum_{j=1}^{m} \beta_j g_j(y) \geq 0$ for all $y \in \mathbb{R}^n$.

The concept of tangent cone plays an important role in the analysis for invariance conditions for continuous systems.

**Definition 7.2.4.** Let $S \subseteq \mathbb{R}^n$ be a closed convex set, and $x \in S$. The tangent cone of $S$ at $x$, denoted by $\mathcal{T}_S(x)$, is given as

$$\mathcal{T}_S(x) = \left\{ y \in \mathbb{R}^n \mid \liminf_{t \to 0^+} \frac{\text{dist}(x + ty, S)}{t} = 0 \right\}, \quad (7.8)$$

where $\text{dist}(x, S) = \inf_{s \in S} \|x - s\|$.

The following classic result proposed by Nagumo [48] provides a general criterion to determine whether a closed convex set is an invariant set for a continuous system. This theorem, however, is not valid for discrete systems, for which one can find a counterexample in [13].

**Theorem 7.2.5. (Nagumo [13, 48])** Let $S \subseteq \mathbb{R}^n$ be a closed convex set, and assume that the system $\dot{x}(t) = f(x(t))$, where $f : \mathbb{R}^n \to \mathbb{R}^m$ is a continuous mapping, admits a globally unique solution for every initial point $x(0) \in S$. Then $S$ is an invariant set for this system if and only if

$$f(x) \in \mathcal{T}_S(x), \quad \text{for all } x \in \partial S, \quad (7.9)$$

where $\mathcal{T}_S(x)$ is the tangent cone of $S$ at $x$.

Nagumo’s Theorem 7.2.5 has a geometrical interpretation as follows: for any trajectory that starts in $S$, it has to go through $\partial S$ if it will go out of $S$. Then one needs only to consider the property of this trajectory on $\partial S$. Note that $f(x)$ is the derivative of the trajectory, thus (7.9) ensures that the trajectory will point inside $S$ on the boundary, which means $S$ is an invariant set. The disadvantage of Theorem 7.2.5, however, is that it may be difficult to verify whether (7.9) holds for all points on the boundary of a given set.
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