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Abstract

The purpose of this study is to understand deep penetration laser welding and the effect of laser welding parameters on the hourglass melt pool formation. A transient thermo-fluid-structural laser welding process is numerically computed using finite element techniques, and an evolution of the melt pool is continuously monitored for the measure of the weld shape and size with increasing a time step.

Deep penetration of melt is conducted by the use of high density laser heat energy; rapid evaporation, i.e., prompt phase change from solid to gas, is expected to generate a recoil pressure in the melt pool due to the enormous heat input source. The recoil pressure is considered as an important determinant to form a deep and narrow melt pool. Assuming that atmospheric and vaporized material pressures are balanced at the front of the laser beam, the evaporation of the melt leads to significant pressure work that drills down the melt to the opposite side of a base material when the material is heated over the boiling point.

Besides the recoil pressure, the surface tension of the molten material is also highly responsible for developing and widening the melt pool. The melt surface layer is often influenced by contractive forces of the molten material to minimize its surface free energy [1]. Consequently, minimization of the energy has a substantial effect on the melt surface to stretch out its extent towards the not-yet-melted solid region. As a liquid droplet is often pulled into a spherical shape by the contractive force, the outer layer of the melt pool decreases the melt surface area for physical stability. As a result of minimizing the surface area and the surface free energy, the melt surface tends to have a flat layered shape. A contact angle at the liquid-solid interface therefore is assumed to be negligible in the laser welding study. Marangoni convection, the rate of heat loss from the melt to the ambient air, is induced by the temperature gradient of the melt surface layer;
temperature dependent surface tension is conditionally applied on the layer when temperature rises over the melting point.

In the computation of melt dynamics, energy conservation and momentum equations are used to compute the effects of melt flow and the consequent thermo-fluid heat energy transfer. 2-dimensional governing equations from the Navier-Stokes, i.e., conservation of mass, linear momentum, and energy balance in fluid, are prepared to estimate how melt flow influences the rate of heat transfer and the distribution of temperature in a 2D domain. A mechanical analysis is followed by the thermo-fluid computation using a mechanism relevant to thermal expansion, and the stress distributions are investigated by the use of Von-Mises criterion.

The simulation results are compared with a set of experimental research which laser welds are made of low carbon steel. Assuming that melt flow has dominant influence on the formation of melt pool, a use of a different material and the properties is subject to yield similar results. The shape comparison of the welds describe that parameters relevant to any changes in the melt dynamics are of great importance on the formation of hourglass shaped melt pool during laser welding.
Chapter 1 Introduction

1.1 Introduction

A conical heat source modeling in Figure 1.1 has been used for the prediction of a final weld shape in the finite element based numerical laser welding process [2]. However, the predetermined conical shape is obviously not compatible to explain the laser welding phenomena, e.g., keyhole and full penetration modes. Therefore, the incompleteness motivates a study on an appropriate modeling of laser heat source; this will be introduced in this research for better prediction of the final melt pool shape especially for narrow laser welding on a thin sheet of metal.

![Figure 1.1 Conical Gaussian distribution of heat source [2]](image)

Numerical study is an advanced approach to investigate a laser welding process and considered as an effective method to estimate melt behaviors. Many laser welding studies have introduced two- and three-dimensional numerical techniques in order to determine the shape of melt pool, and the most practical approach was simulation of steady-state liquid metal flow using computational fluid dynamics. Since a theoretical approach of quasi steady-state approximation enabled welding on an infinitely long plate, a 2D cross-section domain perpendicular to the weld
line has high priority to the construction of melt pool. By the assumption of the steady heat flux on the welding axis, the transient laser welding process could be reduced to a 2D heat transfer problem with the cross-sectional weld geometries.

In this study, a finite element based 2D plane is modeled in ANSYS, and material properties of a low alloy steel are chosen for a nonlinear numerical computation. High density laser heat source is assumed to travel along the direction which is normal to a 2D cross-section plane; the maximum laser heat is located at the center of a target surface, and the intensity varies along the radial direction of the laser beam. Assuming that the modifications of the melt properties have no great effect on the melt pool formation, metallurgical complexities, i.e., local microstructure changes due to the existence of alloying components and unpredictable mass fraction in the solid-liquid coexisting zones, is properly removed for full concentration on the study of the melt pool dynamics.

The melt pool formation is assumed to be apparently under the effect of various welding parameters, e.g., welding velocity, laser intensity, temperature dependent material properties, and the final weld shape, but melt surface tension and recoil pressure are considered as primary characteristics to develop the melt pool. A coupled thermal-fluid-structure analysis will be given for a better understanding of how the welding parameters influence the stress elevation during the laser welding process. A result from the 2D thermo-fluid simulation will provide that the change in welding parameters yields various formations of the melt pool. The influence of melt dynamics will be introduced for a deep penetration laser welding process, e.g., keyhole and hourglass modes.
1.2 Melt penetration mode

Laser welding is a fusion joining technique used in modern industrial manufacturing processes. The laser welding process has been involved in many manufacturing applications due to an increasing demand of its use in industries. A remarkable aspect of laser welding is an application of high intensive heat density \([\text{W/m}^2]\) which can fabricate a narrow joint weld. In the laser welding process, however, deep penetration modes, e.g., a keyhole and an hour glass, have been found through the change in heat intensity and the welding velocity of a laser beam.

A keyhole mode is a specific type of deep penetration laser welding. The key-hole is one of the deep and narrow shaped melt pools which are often observed when the high intensity laser beam focuses onto a material surface. The laser heat supplies sufficient thermal energy for surface melting while its beam is traveling on the surface of a base metal as shown in Figure 1.2. The formation of the keyhole is because the high thermal energy initiates vaporization of the melt replacing it with the vaporized gas; moreover, excessive laser heat resulting in sudden pressure increase at a liquid-gas or solid-gas interface.

Figure 1.2 Schematic presentation of laser welding process [18]
Vapor pressure at the interface, as shown in Figure 1.3, is assumed to be a critical factor causing the deep melt penetration. An estimation yields the melt initially forms a wide pool at a target surface and a long and narrow area grows along the path of penetration with rapid evaporation of liquid metal as described in Figure 1.4.

Figure 1.3 Estimation of melt front during laser welding

Figure 1.4 Schematic diagram of cross-sectional shape of keyhole mode laser welding bead [3]
Figure 1.5 Laser butt weld cross sections made in 1.2 mm JAC270F galvanized steel with 0.64 mm JAC270F galvanized steel [4]

On the other hand, an occasional melt expansion has been also investigated when a laser beam penetrates a thin plate. A deep drilling process is the first predictable welding phenomenon because high intensity laser enables full penetration of a base metal by rapid heat transfer which melts the base much faster than energy loss to the neighboring solid region. However, excessive laser heat and rapid energy transfer often make the overall shape of the melt pool influence by surface tension of the melt. Instead of a conical or a key-hole mode, the high intensity laser heat often results in an hourglass shape, i.e., top and bottom wide shaped weld, as shown in Figure 1.5. The hourglass mode is the results only predictable after the melt has full penetration, and the final melt configuration verifies the effect of surface tension which pulls the pool toward a direction heading to a not-yet melted solid area.
1.3 Laser welding researches

Improved welding techniques for innovative laser welding processes are of considerable interest in numerous industrial applications. Interest in laser welding applications has continued to increase and laser welding is now considered to be the preferred joining process in sheet metal manufacturing processes. The advantages of the laser welding process are associated with the generation of a dense high intensity heat source that can provide deep penetration into a desired spot with precise control. The laser welding process seems to be particularly well suited for precision joining of thin and small structures, e.g., micro-electro-mechanical systems [5-9]. The key features of laser welding are that laser welded products exhibit less distortion and higher thermal and electrical conductions [10]. Laser welding moreover provides opportunities for using advanced parametric controls, which are not suitable for other types of welding, to investigate the overall post-weld shapes and welding quality [11, 12].

Improvement of laser welding processes requires a more complete understanding of the laser welding process. Application of a laser heat source, under certain circumstances, can cause an irregular shaped melt pool due to perturbation in the laser heat intensity, variation in the base metal thickness, weld size, and laser moving velocity. Careful observations and experimental measurements have resulted in an improved understanding of melt pool formation [13, 14]. Experimental observations of laser welding have provided useful descriptions of the welding parameters that could cause dramatic physical changes in the melt, e.g., keyhole formation. A molten material formed a cavity as shown in Figure 1.6 and this cavity was called a laser keyhole. A recoil pressure of vaporization and the surface tension gradient from the molten material were assumed to lead to complex liquid circulation in the melt pool. The circulation resulted in a long-narrow region of the melt propagation along the path of concentrated fluid pressure associated with the rapid evaporation of the molten material [10]. The keyhole formation was only one of
the unusual flow related disturbances that could result in deep penetration. The interrelation
between surface melting and evolution of melt pool might have substantially influenced the
formation of the melt pool. However, the experiment-based evaluations currently provide
insufficient insight into the critical welding characteristics that can cause the irregularly long and
narrow shaped melt pool formation in the laser welding process.

Finite element techniques for numerical simulation of laser welding have long been
employed to study the thermal, fluid, and residual stress effects. Du H. et al. conducted a thermo-
fluid analysis applying Gaussian heat distribution into their model [15], and Ye X. et al. [16]
introduced dimensionless numbers, e.g., Marangoni and Péclet numbers, in their study to find the
effect of changes in welding parameters on the formation of the melt pool. Cho W. et al. studied
the effect of melt motion on the melt pool using numerical simulation [17], and Moraitis G. A. et
al. [18] investigated residual stresses and distortions of laser beam welding for aluminum lab
joints. Wang R. et al. [19] developed a 3D computational procedure to measure the real-time melt
pool shape and to obtain the distribution of temperature in laser keyhole welding.

In general the welding simulation techniques require the user to define the heat source
model by inspecting experimental measurements, e.g., the size and shape of the solidified weld.
As the limitations of existing theoretical perspectives, a laser welding experiment is required for
the predetermination of the heat source model when defining the laser heat source shape for
accurate welding simulations.
Figure 1.6 Diagram of the laser material interaction phenomena of two typical welding modes [20]

An initial heat source model, e.g., Gaussian heat distribution, has been applied to the F.E. based laser welding simulation by taking measurements of the final weld shape. A schematic description of Gaussian heat distributions is provided in Figures 1.7 and 1.8. Application of a simple Gaussian heat flux onto a thin substrate, as shown in Figure 1.7, was one of the first heat source models for a 2D numerical laser welding process [21]. This heat flux model has been used for sheet metal welding processes since temperature gradient was assumed constant in the direction of thickness. Later, the search for the effect of heat flow through the weld thickness introduced a volumetric cone model with Gaussian heat variation in radial and vertical directions [22, 23]. This volumetric heat distribution is often used for many 3D simulations in deep penetration laser welding. Figure 1.8 shows a heat source model which has been used for 3D deep and shallow conduction mode laser welding. The upper and lower radii and the height of the truncated cone are user-defined geometric parameters. These arbitrary geometric parameters make the cone artificially similar to the actual weld shape since the heat source parameter estimation is mostly dependent on experimental measurements. The conical heat source model is therefore directly obtained from the measurement of the final weld shapes; the appearance of the melt pool is of importance when simulating the distribution of the welding heat source.
However, there is still a lack of scientific evidence to explain the physical connection between the initial heat source parameters and the final weld shape and size. Moreover, it has not been fully investigated that there were other welding parameters influencing the formation of the final weld shape. As a result, the initial heat source patterned on the final weld is probably limited to apply to certain types of laser welding processes when accurate welding parameters replace the estimation of the weld shape.

Figure 1.7 Gaussian heat distribution of laser beam – surface heat flux

Figure 1.8 Gaussian heat distribution of laser beam – volume heat density
1.4 Current issues and research goals

Unlike heat conduction in solids, heat transfer in welding introduces more complex solid, liquid, and gas heat energy exchanges. The complex welding heat transfer, moreover, needs to incorporate molten material flow for better prediction of the final weld shape and mechanical analysis results [10]. Most numerical laser welding processes have very limited simulation capability based on predetermined geometries and actual welding experiments for the heat source modeling. Improved welding simulation models therefore now include the enhanced heat transfer mechanism associated with fluid motion of the melt for better prediction of melt pool shapes [15-18]. However, these numerical models of laser welding mostly concentrate on the heat and fluid flow mechanisms, and their effects on the formation of the melt pool.

A primary interest in this research is the residual stresses from welding and the resulting thermal strains during heating and cooling cycles. Obviously, the final weld shape can have a large influence on the nature of the weld residual stresses. In a similar manner, the thermal distortion is strongly dependent on the distribution of the residual stresses in the laser heat affected region. The post-weld behaviors and stress states are of great interest in numerical welding simulations since it provides important information for practical engineering situations. However, as indicated by the laser welding literature, thermo-fluid computations are not generally performed in conjunction with solid mechanics calculations. Linking these two very different simulations requires a fully coupled thermo-fluid simulation, integrated with a thermo-mechanical analysis. Once the laser heat source has made its pass and the weld pool begins to cool, the residual stresses begin to evolve from the weld pool geometry and thermal boundary conditions determined by the thermo-fluid simulation. Thus, it is anticipated that a fully coupled thermo-fluid-mechanical simulation will result in predictive capabilities that are mostly dependent on empirical heat source models.
The most significant issues are listed as follows:

- Estimation of the heat source model is an empirical process that is currently dependent on experimental measurements. The initial heat source geometries are frequently determined by the final weld shapes.

- Current laser welding simulation is not at a high enough level for accurate predictions of both melt pool shapes and post-weld residual stresses.

- Most laser welding heat sources are simplistic conical heat density models which are inadequate for modeling certain types of laser welding processes, e.g., keyhole mode laser welding.

- Current welding simulation capabilities are poorly suited for describing correlations between the fundamental welding parameters and the final weld shape.

- Steady state welding simulation is mostly preferred rather than the transient simulation if thermo-fluid analysis is associated with thermo-mechanical analysis due to computational complexities.

- Thermo-fluid analysis has not been followed by structure analysis due to computational complexities.
Chapter 2 Nonlinear material properties

2.1 Thermo-physical properties for laser welding study

In this study, assuming that material properties of a low carbon steel and pure iron were similar one another, they were properly manipulated to determine the critical parameters resulting in the formation of irregular melt pools. The result of irregularity described the non-symmetric shapes of the weld isotherm with respect to the direction of melts penetration. Experimental data for the material properties have been selected referencing several material handbooks and journal articles. Available thermo-physical properties of pure iron were first used to establish standard reference data according to the ambient, melting, and boiling temperatures as given in Table 2.1.

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melting point</td>
<td>$T_m$</td>
<td>1540 °C</td>
</tr>
<tr>
<td>Boiling point</td>
<td>$T_v$</td>
<td>2860 °C</td>
</tr>
<tr>
<td>Heat of fusion</td>
<td>$H_f$</td>
<td>13.81 kJ/mol</td>
</tr>
<tr>
<td>Heat of vaporization</td>
<td>$H_v$</td>
<td>340 kJ/mol</td>
</tr>
<tr>
<td>Molar mass</td>
<td>$M$</td>
<td>55.85 g/mol</td>
</tr>
<tr>
<td>Specific heat</td>
<td>$c_p$</td>
<td>449 J/kg·K</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho_s$</td>
<td>7874 kg/m$^3$</td>
</tr>
<tr>
<td></td>
<td>$\rho_l$</td>
<td>6980 kg/m$^3$</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>$k_s$</td>
<td>80 W/m·K</td>
</tr>
<tr>
<td>Dynamic viscosity</td>
<td>$\mu_s$</td>
<td>$&lt; 10^{12}$ Pa·s</td>
</tr>
<tr>
<td></td>
<td>$\mu_l$</td>
<td>0.006 Pa·s</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>E</td>
<td>211 GPa</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>$\nu$</td>
<td>0.29</td>
</tr>
<tr>
<td>Thermal expansion</td>
<td>$\alpha_L$</td>
<td>11.8 µm/m·K</td>
</tr>
</tbody>
</table>

Table 2.1 Available experimental thermo-physical properties of pure iron
The subscripts \( s \) and \( l \) indicate solid and liquid, and the corresponding thermal properties are obtained at room temperature and the melting point respectively. The mechanical properties, e.g., Young’s modulus, Poisson’s ratio, and the coefficient of thermal expansion, which are usually measured in the vicinity of room temperature, are also assumed to be proportional to the change in temperature.

Figure 2.1 Ideal heating and cooling (vice versa) curves for pure iron [25]

In general, pure iron exists in several crystalline forms over a wide range of temperatures. The phenomenon is called “polymorphism” for crystalline materials or “allotropy” especially for metals [24]. Figure 2.1 is the graphical description of phase changes of pure iron during a heating cycle, and the phase transformations can be reversible during the cooling [25]. Assuming that the crystal structures of pure iron can be observed with an increase of temperatures as shown in Figure 2.1 and vice versa on the cooling cycle, the pure iron can form solid-state allotropes, i.e. alpha, gamma, and delta irons. Pure iron forms a body-centered cubic (BCC) structure called \( \alpha \)-
iron from room temperature to 910°C, and then it has a face-centered cubic (FCC) structure called γ-iron in the temperature ranges of 910°C to 1404°C. Above 1404°C the pure iron changes into the BCC structure called δ-iron until the temperature reaches the melting point. The melting point of pure iron is about 1540°C, and the pure iron has a liquid phase above the melting. Reading the heating cycle and vice versa, the solid-state phase transitions are noticeable at 910°C and 1404°C, and the material properties of the transformed iron can be significantly changed. In this research the allotropic, solid-liquid, and liquid-gas phase changes take place in a relatively wide temperature range with a magnitude of 100 although the real transformations may occur over an infinitesimally small temperature difference. The reason is because of the existence of a high risk which numerical algorithm may jump over the small temperature range and read improper values ignoring the actual physical changes.

Similar to the real characteristics of pure iron, the material properties are highly nonlinear due to the temperature dependent phase transformations during the heating and cooling cycles. The thermo-physical properties of the desired pure iron therefore requires careful selection, and theoretical approaches are conducted along with the data fitting of available experimental measurements for the estimation of the unknown properties. The benefit of the complementary measures is that this welding research can be more reliable to get a particular correlation between melt pool dynamics and welding parameters with a precise control of thermo-physical properties.
2.2 Density and thermal expansion

Density is defined as mass per unit volume. \( \rho \) is a symbol for density, and the unit of density is \([\text{kg/m}^3]\) in the SI system. Pure metals and their alloys usually have different densities varying with temperatures, thus density in welding is obviously one of the important material properties due to the effect of thermal expansion during the heating and the cooling cycles. The density of metals is usually temperature-dependent in the solid and liquid phases; increasing temperature decreases the density due to the volumetric thermal expansion. Density of solid iron is 7874 \( \text{kg/m}^3 \) at room temperature. The density decreases gradually with increasing temperature, and iron has the density of 6980 \( \text{kg/m}^3 \) in liquid state near the melting point.

The density of solid iron at room temperature can be easily found in the look-up property tables. But, the profiles with increasing temperatures are neither of great interest nor provided in many material handbooks, thus the fundamental principles of thermal expansion has been used to estimate the densities of solid iron. Law of thermal expansion was the mainly used to determine the density as shown in equation (2.2).

\[
\frac{\Delta \nu}{\nu} = \frac{\nu - \nu_0}{\nu_0} = \int \alpha \nu dT \quad (2.1)
\]

\[
\frac{1}{\rho} = \frac{1}{\rho_0} \left[ 1 + \int_{T_0}^{T} \alpha \nu \cdot dT \right] \quad (2.2)
\]

\( \rho_0 \) is a reference density at room temperature \( T_0 \). The reference density is easy to obtain using the definition of \( \rho_0 = \frac{M}{V_0} \) where \( M \) is the molar weight and \( V_0 \) is the molar volume of solid iron at \( T_0 \). \( \nu \) is a volumetric thermal expansion coefficient. Assuming that a material is isotropic, \( \nu \) can be replaced with a linear thermal expansion coefficient \( \alpha_L \) through the relation of \( \nu = 3\alpha_L \). Conservation of mass is a general principle to make the thermal expansion available for the unknown densities. Using a set of experimental measurements from reference data [26], the density profiles of solid iron is expressed as in equation (2.3).
Density of solid iron varies with temperature, and density of liquid iron also has a tendency to follow the standard rules. This laser welding study required the density of the material especially in its liquid state; the density over the melting point referred to the recommended values presented by Assaela M. J. et al. [27] as shown in Figure 2.2.

\[
\begin{aligned}
\frac{1}{\rho} &= \frac{1}{\rho_0} \left[1 + 3\{0.009 + 1.21 \cdot 10^{-3}(T - 298) + 6.504 \cdot 10^{-7}(T - 298)^2 - 3.14 \cdot 10^{-10}(T - 298)^3\}\right], \quad 298 \leq T \leq 1183K \\
\frac{1}{\rho} &= \frac{1}{\rho_0} [1 + 3\{-1.76805 + 0.002337T\}], \quad 1183 \leq T \leq 1773K
\end{aligned}
\]

Figure 2.2 represents that the increase in temperature decreases the density. As thermal expansion of liquid iron is known to be a primary factor to increase the volume of liquid iron, the density of liquid iron is gradually reduced over the range of temperatures. The laser welding
process numerically computes the melt behavior using nonlinear material properties; data fitting and an approximate solution for unknown density is highly required up to the boiling point.

Beutl M. et al. also investigated several thermo-physical properties of liquid iron. In the research, the density of liquid iron was expressed as a function of enthalpy as shown in Figure 2.3. The least-square fit of density was given in the range of enthalpy from 1.3 to 2.2 MJ/kg, and the enthalpy was obtained at constant pressure over the temperature range of 1808K to 5000K [28]. As a result of the enthalpy changes for the given temperature ranges, the density is expressed as a function of temperature, \( \rho = 8312 - 997 \cdot ( -0.18626 + 0.00082516 \cdot T ) \) kg/m³.

![Figure 2.3 Variation of density as a function of enthalpy for iron [28]](image)

A series of iron density over a wide range of temperatures can be properly modified using the recommended references. Plotting the data measured by Beutl et al. and Assaela et al. with the calculated results from equation (2.2), the density of pure iron shows an overall decreasing tendency from room temperature to a temperature far above the melting point as shown in Figure
2.4. If the density variance is small for solids and liquids and the allotropic phase change at 1183K is negligible, the profile of the liquid density can be extended down to room temperature by an extrapolation method to approximate the density of solid iron.

![Density of iron](image)

Figure 2.4 Density as a function of temperature and at room temperature

Solids and liquids are all in condensed phases exhibiting an equilibrium vapor pressure equivalent to the ambient air pressure of 101350 Pa. However, gases usually are not in condensed phases and substantially influenced by thermal expansion of gas at high temperatures. Assuming that the atmospheric pressure is remained constant not compressing the evaporated iron, the density of iron vapor can be estimated within the ideal gas law.

\[ P_0V = nR_uT \]

(2.4)

\[ \rho = \frac{P_0}{RT} \]

(2.5)
indicates the ambient air pressure. $R$ is the specific gas constant which is the ratio of the universal gas constant to the iron molar mass. The universal gas constant $R_u$ is 8.314462 J/mol·K, and the molar mass of iron is 55.845 g/mol. Therefore, the specific gas constant for iron vapor is about 149 J/kg·K in the SI unit system. Equation (2.4) is the ideal gas law to obtain volume which varies with the temperature over the boiling point. The density is expressed as a function of temperature as shown in equation (2.5) at constant atmospheric pressure of 101350 Pa.

The density of iron vapor is calculated with the ideal gas law and graphically described in Figure 2.5. Combining the densities of solid and liquid into the gas density profiles, the overall densities are plotted in Figure 2.6 based on the complete range of temperatures from solid to gas. The density profiles were used for the thermo-fluid computation of laser welding.

![Figure 2.5 Density of iron vapor using ideal gas law at constant atmospheric pressure](image-url)
Figure 2.6 Logarithmic density profiles of iron as a function of temperature degrees in Celsius
2.3 Specific heat and enthalpy

Metals and alloys are temperature sensitive materials. Increasing the temperature of a material is responsible for the increase in internal energy and external work done by the heat-induced volume change. Therefore, a physical quantity called heat capacity is useful to measure the effect of the thermal energy accumulation.

\[ Q = C \Delta T \]  

(2.6)

\( Q \) is the heat energy added or removed, and \( C \) is the heat capacity of a material. In general heat capacity denotes an ability to absorb heat energy for a one-degree change in temperature, and heat capacity is expressed in units of [J/K] in the SI system. The physical quantity is often divided by mass; heat capacity per unit mass is expressed as specific heat capacity.

Specific heat is categorized into two separate terms because the internal energy or the external work is accompanied with the measurement of the heat energy at constant volume or constant pressure respectively. \( c_p \) is a symbol for specific heat at constant pressure, and \( c_v \) denotes specific heat at constant volume. However, \( c_v \) is difficult to use for solid and liquid due to the thermal expansion of a material. The change in internal energy at constant volume needs excessive pressure work to the solid and liquid phases to maintain the shape of a material against the temperature-induced thermal expansion. This will bring more complicated thermo-physical mechanisms into the welding study.

This laser welding research is assumed that the melt pool is subject to stable atmospheric pressure to minimize the environmental effect, thus the specific heat at constant pressure is more adequate not to disobey the rule of thermal expansion. The specific heat of gas is usually measured at constant volume, but \( c_p \) can replace \( c_v \) using Mayer’s relation when \( c_v \) is available instead of \( c_p \).
\[ C_p = C_v + R_u \] (2.7)

The capitalized \( C_p = \left( \frac{dH}{dT} \right)_p \) and \( C_v = \left( \frac{dq}{dT} \right)_v \) are heat capacities which are not yet divided by unit mass, and \( R_u \) is the universal gas constant. Equation (2.7) is Mayer’s relation derived from the first law of thermodynamics and obeys the ideal gas law.

The relationship between heat and temperature change is usually expressed in the form shown in equation (2.8). The relationship does not follow the basic rule in the range of phase transition because the general tendency of a temperature change is not much involved in a phase transition. Sudden heat addition will be more suitable to explain the energy required for the phase changes, e.g., solid to liquid, solid to gas, and liquid to gas. The sudden increases in energy are defined as heat of fusion \( H_f \) and heat of vaporization \( H_v \) for the solid to liquid and the liquid to gas phase transitions respectively.

Understanding of the correlation between enthalpy and heat capacity is very useful to obtain specific heat in a wide range of temperatures. In equation (2.9) \( H \) is a symbol for enthalpy, and the unit of enthalpy is \( [J] \) in the SI system. Enthalpy is a measure of the internal energy including the external work done by the thermal expansion at constant pressure. However, there is no direct method to measure enthalpy because \( H \) is a state function indicating a thermodynamic potential, e.g., chemical and physical reactions. Measuring \( \Delta H \) which is the change in enthalpy is therefore more practical to obtain the quantity in the energy level.

\[ \Delta Q = c_p m \Delta T \] (2.8)

\[ H = E + PV \] (2.9)

\[ \Delta H = C_p \Delta T \] (2.10)

\[ c_p = \left( \frac{dh}{dT} \right)_p \] (2.11)
Equation (2.10) is the mathematical expression of heat capacity when the enthalpy change is given as a function of temperature. As the word “specific” means a physical quantity divided by its unit mass, the change in enthalpy will follow the same “per mass” expression as shown in equation (2.11).

Using equation (2.11) is more suitable for this welding research although there are some available experimental data. The reason is to remove abrupt property changes during an evolution of microstructure which has different crystal structures over a certain range of temperatures. Solid iron can exist in three different forms, e.g., α-ferrite, γ-ferrite, and δ-ferrite, while temperature falls down to room temperature in solidification. The change in specific heat is apparent when iron has phase changes in the solid state. Figure 2.7 indicates a sudden change in the profile slope.
at 1042K which is corresponding to the solid-state structure change [29]. In general the property change with a steep profile slope is less predictable, highly nonlinear, only observed during experiments, and susceptible to increase computational errors. In order to avoid the problems, equation (2.11) is mostly used to obtain the specific heat of pure iron.

Wilthan B. et al. measured the specific enthalpy of iron over the temperature range of 473K to 2370K [30]. The melting point of 1808K was used for the solid to liquid phase separation, and the enthalpy was measured continuously in several discrete temperature ranges. The results are graphically displayed in Figure 2.8.

Beutl M. et al. and Hixson R. S. et al. also studied the change in enthalpy as a function of temperature as shown in Figures 2.9 and 2.10. Beutl M. et al. measured the enthalpy of iron over the wide temperature range of 1808K to 5000K [28], and Hixson R. S. et al. obtained the linear
least squares fitting of the enthalpy in the range of 2125K to 3950K with the constant $c_p$ of 815.4 J/kg·K [31].

Using the available experimental data measured at constant pressure, the enthalpy of iron can be properly approximated for the complete range from solid to gas. In the multiple plots of Figure 2.11 each line is very similar to one another; the most recent experimental research from Wilthan B. et al. has been chosen as reference data to be compared with the modified enthalpy adequate to this numerical laser welding simulation.
Figure 2.11 Enthalpy of iron from the available experimental data

Figure 2.12 Enthalpy of iron from Wilthan B. et al. and from the differential equation (2.11)
The enthalpy was modified over the temperature range of room temperature 298K to a high enough temperature 5000K. As in Figure 2.11 the specific heat was not consistent at 1184K, and it was assumed to be due to the effect of solid-state phase change. The enthalpy of solid is often modeled to have a gradual temperature increase because of the relation between heat addition and thermal expansion; therefore, specific heat is assumed to be responsible for the rate of the volume change.

As a result of that, the first requirement was to reduce the inconsistent metallurgical effect adjusting the specific heats to the thermal expansion of solid. A central difference approximation was applied into equation (2.11) to obtain a numerical solution of specific heat. Integrating equation (2.11) resulted in a set of enthalpies which could be compared with the referenced experimental data as shown in Figure 2.12. The modified enthalpy in Figure 2.12 agreed well with the referenced data when the temperature changes in the range below the melting point. Although most available references did not take the latent heat of the vaporization into consideration, the modified enthalpy did have the certain change in enthalpy according to $H_v$ at 3133K.

The modified enthalpy profiles are presented in equations (2.12) and (2.13) for the solid, liquid, and gas phases of iron. Using the available experimental data, the specific heat of solid iron is expressed as the third-order polynomial in the temperature range from 298K to 1773K. The specific heat of liquid and gas is also expressed as a function of temperature as in equation (2.13).

The specific heat of iron has not been fully investigated in the gas phase, thus it was assumed it would be similar to that of liquid iron. Analyzing the experimental studies, the specific heat of liquid iron remained constant with a value of 770 J/kg·K (based on the temperature range of 1830K to 2370K by Wiltthan B. et al.), and that of iron gas had a constant value of 815.4
J/kg·K (related to the temperature range of 2125K to 3950K by Hixson R. S. et al.). There was a high risk that numerical computation jumps over the small temperature range; therefore, heat of fusion and heat of vaporization were assumed to take place in a wide range of temperatures as shown in equations (2.12) and (2.13) to avoid the misinterpretations.

\[
H(T) = -5.885 \cdot 10^{-8}T^3 + 3.368 \cdot 10^{-4}T^2 + 0.354T - 39.686, \quad (2.12)
\]

\[
298K < T < 1773K
\]

\[
H(T) = \begin{cases} 
0.770T - 187.177, & 1873K < T < 3073K \\
0.770T + 5.824 \cdot 10^3, & 3173K < T < 5000K
\end{cases} \quad (2.13)
\]

<table>
<thead>
<tr>
<th>T [K]</th>
<th>( c_p ) [J/kg·K]</th>
</tr>
</thead>
<tbody>
<tr>
<td>298</td>
<td>449</td>
</tr>
<tr>
<td>373</td>
<td>471</td>
</tr>
<tr>
<td>473</td>
<td>500</td>
</tr>
<tr>
<td>1003</td>
<td>632</td>
</tr>
<tr>
<td>1183</td>
<td>670</td>
</tr>
<tr>
<td>1423</td>
<td>714</td>
</tr>
<tr>
<td>1673</td>
<td>753</td>
</tr>
<tr>
<td>1773</td>
<td>2456</td>
</tr>
<tr>
<td>1813</td>
<td>2456</td>
</tr>
<tr>
<td>1873</td>
<td>2456</td>
</tr>
<tr>
<td>1923</td>
<td>770</td>
</tr>
<tr>
<td>2973</td>
<td>770</td>
</tr>
<tr>
<td>3073</td>
<td>60288</td>
</tr>
<tr>
<td>3133</td>
<td>60288</td>
</tr>
<tr>
<td>3173</td>
<td>60288</td>
</tr>
<tr>
<td>3273</td>
<td>815.4</td>
</tr>
<tr>
<td>5000</td>
<td>815.4</td>
</tr>
</tbody>
</table>

Table 2.2 Modified specific heat of iron versus temperature degrees in Kelvin
Finally the modified specific heat of pure iron is provided in Table 2.2 for numerical computation, and its profile is graphically displayed in Figure 2.13. The mathematical expression of Figure 2.13 results in Equation (2.14) which is corresponding to the entire temperature range from room temperature to 5000K.

\[
\Delta H = \int_{T_0}^{T_m} c_{p,s}(T) \, dT + H_f + \int_{T_m}^{T_v} c_{p,I}(T) \, dT + H_v + \int_{T_v}^{T_{\infty}} c_{p,g}(T) \, dT \tag{2.14}
\]

Figure 2.13 Modified specific heat and enthalpy of iron as a function of temperature degrees in Kelvin.
2.4 Viscosity and shear stress

Viscosity is a measure of the frictional fluid property, and stands for the resistance to the flow of a molten material in the welding process. Viscosity can be an important physical property for the analysis of fluid circulation adjacent to not-yet-melted solid boundaries and in the melt pool. A melt flow resistance is caused by intermolecular friction when melts attempt to slide by one another. Dynamic and kinematic viscosities, two different measures of the fluid friction, are introduced to explain the viscous melt flow behavior.

Dynamic viscosity is known as absolute viscosity or the coefficient of absolute viscosity. A non-turbulent fluid is often defined as a Newtonian fluid, and the velocity gradient $\frac{\partial u}{\partial y}$ is a coefficient of shear stress in the Newtonian fluid. As Newtonian fluid dynamics is applicable to most common fluids, e.g., liquids and gases, pure iron at high temperatures was assumed to be the Newtonian fluid in this laser welding study.

$$\tau = \mu \frac{\partial u}{\partial y}$$

(2.15)

$\tau$ is shear stress, and $\mu$ is dynamic viscosity. Equation (2.15) is known as Newton’s Law of Friction. In the SI system the unit of dynamic viscosity is [Pa·s], [N·s/m²], or [kg/m·s]; however, metric CGS (centimeter-gram-second) system of [g/cm·s], [P], or [cP] is often used for dynamic viscosity due to extremely low magnitude of it in liquid state. Although several units of viscosity are available, [Pa·s] will be mostly used to be consistent with other thermo-physical properties in the standard MKS system.

Kinematic viscosity is the ratio of dynamic viscosity to density, and kinematic viscosity is simply obtained by dividing the dynamic viscosity of the fluid density as in equation (2.16).

$$\nu = \frac{\mu}{\rho}$$

(2.16)
\( \nu \) is kinematic viscosity, and \( \rho \) is density. The unit of kinematic viscosity is \([\text{m}^2/\text{s}]\) and in the SI system. However, this welding study will use dynamic viscosity to reduce the risk of computational divergence because the kinematic viscosity includes two temperature-dependent variables, dynamic viscosity and density, which are highly nonlinear over a wide temperature range.

The term “viscosity” is originally devised for fluidity, thus experimental data for solid viscosity is very limited and almost not obtainable compared to the resources available for liquids. The difficulty in viscosity measurement requires rough estimation; therefore, viscosity of a solid can be approximated to have extremely high magnitude different from that of a liquid or gas. Assuming that liquid cooling and solid melting transitions are processed in a long period of time, viscosity of a solid can be in the range of \(10^{13}\) to \(10^{15}\) cP (equivalent to the magnitude of \(10^{10}\) to \(10^{12}\) in Pa·s) [32]. If the assumption is extended down to the ambient temperature level, the hypothetical solid-liquid transition will possibly result in the value of \(10^{12}\) Pa·s for the viscosity of solid iron at room temperature.

Liquid is the most adequate phase to apply viscosity out of all the different material phases. Liquid viscosity is known to be highly temperature dependent but pressure independent if liquid is not exposed to extremely high pressure. Since the Newtonian fluids are incompressible, an increase in pressure does not have a great effect on molecular expansion or contraction. In contrast to the pressure, a liquid molecule obtains more energy that motivates the fluid free to move when thermal energy is transferred into the molecular level of a fluid. While the magnitude of molecular vibration or translation is increased due to heat addition, the molecular bonds are weakened and finally cause less friction to the neighboring molecules. That is why liquid viscosity generally decreases with increasing temperature. The measurements of liquid viscosity therefore rely on a number of experimental research activities while heating up the fluid.
The viscosity of liquid iron can be determined through experimental results achieved over the melting point. Assaela M. J. et al. conducted research on the dynamic viscosity of liquid iron, and the results are plotted in Figure 2.14. The recommended viscosities for iron are limited in the temperature range of 1850K to 2500K; the dynamic viscosity of liquid iron has a tendency to decrease gradually from 0.00544 to 0.00228 Pa·s when temperature increases [27].

![Figure 2.14 Density primary data for liquid iron as a function of temperature [27]](image)

Another reference written by Baukal C. E. et al. provides the correlation between the temperature and the dynamic viscosity of iron in the form of the following equation: $\mu = 1.573 \cdot 10^{-8}T^2 - 6.739 \cdot 10^{-5}T + 0.07741$ [Pa·s] with the unit of temperature in Kelvin [33]. The equation is valid for the temperature range of 1850K to 2150K, the viscosity varies from 0.00657 to 0.00523 Pa·s when temperature increases.
For gas, it is obvious that kinematic viscosity is substantially elevated with increasing temperature because density of ideal gas approaches close to zero by the ideal gas law. In contrast, dynamic viscosity decreases markedly over the vaporization point due to no fluid friction in the gas phase; however, there is no clear way to quantitatively determine the dynamic viscosity of gas. As a result, appropriate estimates were preceded for the dynamic viscosity of iron vapor at high temperatures.

Figure 2.15 shows the hypothetical approaches to estimate viscosity of gas. The graphs are mostly based on the phase changes of water, thus there will be a slight or huge deviation when the profile is used for pure iron. A reference edited by Tottle C. R. approximates the average dynamic viscosity of gas to $10^{-2}$ cP [34]. The dynamic viscosity of a liquid is 1 cP at around the melting point, and that of a liquid condensed from a gas decreases 1 to 2 orders of magnitude and consequently results in a value of $10^{-2}$ to $10^{-1}$ cP at around boiling point.
Since the dynamic viscosity of pure iron is not fully investigated, proper estimates must supplement the limited measurements to provide a reasonable set of viscosities. As described, the only availability from the experimental researches was the linear decrease of the dynamic viscosity profiles over the temperature range of 1850K to 2150K; the corresponding viscosities were from 0.006 to 0.004 Pa·s. Using the available literatures, approximations resulted in two dynamic viscosities: $10^{12}$ Pa·s [32] for the solid at room temperature, and $< 10^{-4}$ Pa·s (2 to 3 orders of magnitude lower than the liquids) for iron vapor above the boiling point. Assuming that the change in dynamic viscosity could be developed in the similar decreasing manner of the profiles in Figure 2.15 but more stable within the same phase, the viscosity was modified as given in Figure 2.16.

Figure 2.16 Logarithmic modified viscosities as a function of temperature degree in Celsius
2.5 Conduction, radiation, and thermal conductivity

Conduction is the most fundamental method of transferring thermal energy by the direct contact of materials. The definition of thermal conductivity is an ability to conduct thermal energy from one to another material. Thermal conductivity is therefore relevant to the rate of heat conduction through a material in welding. The law of heat conduction, known as Fourier’s law, derives the mathematical expression of equation (2.17) when materials are in thermal contact.

\[
\frac{\vec{q}}{A} = \vec{q} = -k\nabla T
\]  (2.17)

\(k\) is a symbol for thermal conductivity, and the unit is \([\text{W/m-K}]\) in the SI system. \(\vec{q} \ [\text{W/m}^2]\) is heat flux which is the ratio of thermal energy \(\vec{Q} \ [\text{W}]\) to an area \(A \ [\text{m}^2]\). The area is usually normal to the direction of heat flow, and a temperature gradient \(\nabla T\) induces heat conduction in a material. The “negative sine” in equation (2.19) denotes that the direction of heat flow is opposite to the temperature gradient because heat always transfers from the higher energy level to the lower energy level.

Heat conduction rate usually varies by the weight percentage of alloying components with increasing temperature, thus thermal conductivity is a highly chemical composition and temperature dependent property. The conductivities of alloy steels in Figure 2.17 have a tendency to converge into a certain value over the range of temperatures; however, pure iron tends to have an inflection point at around 1200K. This is assumed to be because of the effect of the solid-state phase transition; the structural transformation may induce the significant change in thermal conductivity due to the relocation of internal molecular structure [35].

It is common that the high alloy steel, e.g., high carbon and stainless steels, have lower thermal conduction rates compared to pure iron. The thermal conductivity rapidly decreases with increasing carbon contents because addition of carbon causes brittleness, less thermal expansion and lower heat conduction [36]. Figure 2.18 by Powell R. W. et al. [37] shows the change in...
thermal conductivity of pure iron with increasing temperature, and Figures 2.19 and 2.20 investigated by Peet, M. J et al. [38] are the plots of thermal conductivities of the iron alloys.

Figure 2.17 Influence of temperature and alloying elements on the thermal conductivity of steels [35]

Figure 2.18 Thermal conductivity of iron as a function of temperature [37]
Thermal conductivity is a primary interest because the analysis of the numerical welding research is mostly dependent on the distribution of temperature. The thermal conductivity of pure iron is well measurable in the solid and liquid phases, but the gas phase thermal conductivity requires proper approximations and estimations. Referring to Figure 2.18, the thermal conductivity of pure iron is about 80 W/m·K at room temperature, and it decreases gradually with increasing temperature up to the solid-state phase transition point of 1200K. The thermal conductivity has a certain increase of 35 to 41 W/m·K near the melting point, and the profile curvature increases gradually in the liquid phase until it reaches near the boiling point of 3000K. Within the melting temperature ranges, a certain increase in thermal conduction is because of the
solid to liquid phase change. A decreasing trend over the boiling is assumed to be associated with continuously reduced iron’s contribution to heat conduction while it evaporates out.

This numerical study requires a modification on the thermal conductivity of iron gas. The possibility of keyhole mode observation can be raised by the use of the high density laser heat which causes rapid thermal energy transfer from the heat source to a neighboring material. The intensity for deep penetration laser welding is approximately $10^{10}$ W/m$^2$ [19], and the amount of radiation being emitted is much greater than the rate of heat conduction through the medium in the keyhole. The radiation is usually applied as the boundary condition in the numerical welding studies [39-42], thus the real-time diagnostics of melt radiation is difficult to implement unless the thermal boundary is continuously updated.

It is not an effective way to use either the experimental measurement of thermal conductivity or the application of moving thermal boundaries. If the measured thermal conductivity is used without a proper modification, the rate of heat conduction is not high enough to replace the radiation heat exchange in the melt pool. Moreover, the moving boundary causes enormous computational load in this coupled analysis due to the fact that boundary tracking takes place every single time step to update the geometrical change of the melt pool. Therefore, the relation between the coefficients of radiation and heat conduction had to be established for the better estimation of melt pool heat transfer.

Assuming that the radiation heat exchange has a great effect on gas to liquid heat transfer, the reference surface temperature $T_s$ is the boiling point of pure iron. Equation (2.18) is the radiation heat transfer to obtain a mathematical expression of a radiation heat coefficient, $h_r = \varepsilon\sigma(T^2 + T_s^2)(T + T_s)$. Using Newton’s Law of Cooling, an overall heat transfer coefficient is the sum of convection and radiation heat transfer coefficients, $\bar{h} = h + h_r$ because the melt flow is also correlated with convectional heat exchange in the melt pool. The effect of radiation
is, however, much greater than the heat convection due to the extremely high melt temperatures, thus the overall heat transfer results in equation (2.19) with the relation of $\bar{h} \approx h_r$.

$$q = \varepsilon \sigma (T^4 - T_s^4) = \varepsilon \sigma (T^2 + T_s^2)(T + T_s)(T - T_s) = h_r (T - T_s)$$  \hspace{1cm} (2.18)

$$q = \bar{h} (T - T_s)$$  \hspace{1cm} (2.19)

A dimensionless parameter, Nusselt number, can be introduced for a measure of the heat convection when it occurs through a liquid-gas thermal boundary in the melt pool. The Nusselt number is given as a function of dimensionless parameters, Reynolds’ number $Re$ and Prandtl number $Pr$. The definition of Nusselt number is the ratio of convective to conductive heat transfer across the thermal boundary, the average heat transfer coefficient can be calculated using the knowledge of Nusselt number, $Nu = \frac{\bar{h}D}{k} = f(Re, Pr)$.

The overall heat transfer coefficient is of interest for better prediction of heat transfer rate through the liquid-gas boundary. Assuming the downward melt flow generated by the high laser intensity is similar to the velocity profile of an impinging jet convection mode, equation (2.10) recommended by Martin can be first used to find Nusselt number [43]. The Nusselt number is expressed as $f(G, Re, Pr)$ and the expression of $G$ and the Reynolds’ number are given in equations (2.21) and (2.22). Prandtl number is a dimensionless parameter and dependent on the fluid status by the definition of $Pr = \frac{\nu}{\alpha} = \frac{\mu c_p}{k}$.

$$\frac{Nu}{Pr^{0.42}} = G \left( Ar \frac{H}{D} \right) \cdot 2Re^{0.5} \cdot (1 + 0.005Re^{0.55})^{0.5}$$  \hspace{1cm} (2.20)

$$G = 2A_r^{0.5} \cdot \frac{1 - 2.2A_r^{0.5}}{1 + 0.2\left(\frac{H}{D} - 6\right)A_r^{0.5}}$$  \hspace{1cm} (2.21)

$$Re = \frac{\rho V_s D}{\mu}$$  \hspace{1cm} (2.22)

$$k_r = \frac{\bar{h}D}{Nu} = \frac{\varepsilon \sigma (T^2 + T_s^2)(T + T_s)}{g(\frac{Ar}{D})^2 Re^{0.5} (1 + 0.005Re^{0.55})^{0.5}}$$  \hspace{1cm} (2.23)
$A_r$ is the laser nozzle area defined as $A_r = D^2/4r^2$. $D$ is the diameter of a round laser nozzle and $r$ is equivalent to the half of the effective melt surface which is subject to the overall heat transfer by $\bar{h}$. $H$ is a vertical distance from the nozzle exit to the target surface, and $H/D$ is the ratio of the distance to the nozzle diameter. There are some assumptions needed to adapt the impinging jet convention mode into the laser induced heat transfer: 1. the overall heat transfer rate depends on the property values averaged between the temperatures of liquid and vapor iron, 2. the pool velocities are suitable for the Reynolds’ number instead of the actual injection velocity at the nozzle exit, and 3. a certain degree of the melt surface curvature is ignorable to apply the impinging jet convection mode.

Several preview simulations which run in the fast mode have been conducted to roughly determine the melt velocity for the estimation of the Reynolds’ number. The preview simulations resulted in the range of velocities from 300 to 900 mm/s; therefore, the average melt velocity of 600 mm/s was selected referencing a recent laser spot welding study investigated by He, J. et al. [44]. Many computational welding researches noted that the melt tended to exhibit a roughly circular pattern of flow as shown in Figure 2.21 and the melt was assumed to be a Newtonian fluid exhibiting laminar flow [45-47]. Assuming the melt behaved as a Newtonian viscous laminar flow, the thermal conductivity for the melt pool could be approximated using equation (2.23) and the variables and material properties used for the calculation are provided in Table 2.3.

![Figure 2.21 Laser spot welding of 304 stainless steel: laser power of 1300W, pulse duration of 4ms, and spot diameter of 0.42 mm][44]
<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface temperature</td>
<td>$T_s$</td>
<td>3133K</td>
</tr>
<tr>
<td>Distance ratio</td>
<td>$H/D$</td>
<td>12</td>
</tr>
<tr>
<td>Nozzle diameter</td>
<td>$D$</td>
<td>0.4 mm</td>
</tr>
<tr>
<td>Viscosity</td>
<td>$\mu$</td>
<td>$\sim 10^{-6}$ Pa·s</td>
</tr>
<tr>
<td>Specific heat</td>
<td>$\varepsilon_p$</td>
<td>$\sim 815.4$ J/kg·K</td>
</tr>
<tr>
<td>Melt surface velocity</td>
<td>$V_s$</td>
<td>$\sim 600$ mm/s</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho$</td>
<td>$\sim 1$ kg/m$^3$</td>
</tr>
<tr>
<td>Emissivity</td>
<td>$\varepsilon$</td>
<td>0.35</td>
</tr>
<tr>
<td>Stefan-Boltzmann constant</td>
<td>$\sigma$</td>
<td>$5.67\times10^{-8}$ J/s·m$^2$·K$^4$</td>
</tr>
</tbody>
</table>

Table 2.3 Thermo-physical properties used for Nusselt, Reynolds, and Prandtl numbers

Figure 2.22 Thermal conductivity of iron influenced by radiation above the boiling point
In equation (2.23), \( k_r \) is the thermal conductivity including the influence of the radiation exposure above the boiling point. Assuming that the overall effective thermal conductivity had a relation of \( \bar{k} = k + k_r \), this laser welding study used the profile of the thermal conductivities described in Figure 2.23.

Figure 2.23 Modified effective thermal conductivity of iron as a function of temperature degrees in Kelvin
2.6 Coefficient of thermal expansion and ideal gas law

Basic thermal expansion is the rate of volume change when a material is heated or cooled. As thermal energy supplied is proportional to the amount of work done by system, the material expansion is corresponding to the degree change in temperature. The rate of thermal expansion is the derivative of volume with respect to temperature at constant pressure as the below.

\[ \alpha_v = \frac{1}{V} \left( \frac{\partial V}{\partial T} \right)_p \quad (2.24) \]

The mathematical expression in equation (2.24) is suitable for a solid, liquid, and gas. Corresponding to the dimensions of interest, the different coefficients of thermal expansion, e.g., volumetric, area, or linear expansion, can be used. Assuming that a material expands in all directions at the same rate, the volumetric thermal expansion is reduced to the linear thermal expansion. In the F.E. based laser welding analysis, equation (2.25) is more practical due to the use of an isotropic thermal expansion coefficient.

\[ \alpha_L = \frac{1}{L} \left( \frac{\partial L}{\partial T} \right) \]

\[ \alpha_v = 3\alpha_L \quad (2.26) \]

The subscript \(L\) indicates a particular length of interest and \(\partial L/\partial T\) is the rate of elongation per degree change in temperature. Therefore, \(\alpha_L\) is often called as the fractional increase in length for a one-degree change in temperature. In the SI system the unit of the linear thermal expansion coefficient is \([\text{m/m·°C}], [\text{°C}^{-1}], \text{or [K}^{-1}].\]

The ratio in equation (2.26) is because of that a unit volume is composed of three equal unit lengths \((V = L^3)\) in Cartesian coordinates. Infinitesimal increase in volume is expressed as \(V + \Delta V\), similarly the amount of change in terms of length is \((L + \Delta L)^3\). By the use of Taylor series expansion, thermal effect on the infinitesimal volume change yields the relation of equation (2.26).
Thermal expansion of solid does not change much over the range of temperatures even though the thermal expansion coefficient of metals and alloys is highly temperature-dependent. The thermal expansion coefficient of pure iron is about $11.8 \times 10^{-6} \text{ m/m-K}$ at room temperature and it does not exceed 1 order of magnitude with increasing temperature up to the melting point. Figure 2.24 is the plot of the change in thermal expansion coefficients which compare the actual measurements by Nix F. C. et al. with results from Grüneisen theory [48].

![Graph](image)

Figure 2.24 True coefficient of thermal expansion vs. temperature for iron: The dots are experimentally derived coefficients, and the solid curve is the Grüneisen plot [48]

Austin, J. B. et al. also measured the linear thermal expansion coefficient from room temperature to 950°C where the solid-state phase change was assumed to be occurred at [49]. The profile in Figure 2.25 is similar to the results from Nix F. C. et al. even though their theoretical approaches using Grüneisen’s parameters do not match well with the experimental measurements approximately over 450°C.
Figure 2.25 Thermal expansion coefficient of iron as a function of temperature [49]

Figure 2.26 Coefficient of thermal linear expansion of iron
Since the coefficient of thermal expansion does quantitatively have a slight difference with increasing temperature, a data fitting of the slope of the coefficient profiles which can be equated as a function of temperature is more practical to make the nonlinearity of the coefficients suitable for numerical computation with well predictable values. Reference data based on many measurements in the temperature range 5K to 1807K have been used to approximate the relation between temperature and linear thermal expansion into an appropriate mathematical expression [27]. Using the reference, a set of experimental results was properly adjusted for the coefficients of thermal expansion to be associated with the several discrete ranges of temperatures, e.g., 300K to 1185K and 1185K to 1650K. An allotropic transformation has been expected at 1185K, and the effect of the solid-state phase change is clearly noticeable in the profile. The plot for the adjusted coefficients is displayed in Figure 2.26.

The volumetric thermal expansion of iron vapor could be calculated assuming that the iron obeyed the idea gas law. Differentiating equation (2.27) with respect to temperature, the relation between temperature and volume resulted in equation (2.28) at constant pressure. The coefficient of thermal expansion in isobaric condition is finally expressed as equation (2.29).

\[
\ln \left( V = \frac{nRT}{p} \right) \rightarrow \ln V = \ln T + \ln \frac{nR}{p} \\
\frac{d}{dT} \left( \ln V = \ln T + \ln \frac{nR}{p} \right) \rightarrow \frac{1}{V} \left( \frac{\partial V}{\partial T} \right)_p = \frac{1}{T} \\
\alpha_v = \frac{1}{V} \left( \frac{\partial V}{\partial T} \right)_p = \left( \frac{1}{V} \cdot \frac{\partial V}{\partial T} \right)_p = \frac{1}{T}
\]

Finally the modified linear thermal expansion coefficients of iron are plotted on a log scale in Figure 2.27 over the temperature range from room temperature to 5000K. The magnitude
for $\alpha_L$ while heating and cooling cycles is as follows: $1 \times 10^{-5}$ to $3 \times 10^{-5}$ m/m·K for solid, ~$4 \times 10^{-5}$ m/m·K for liquid, and $6.67 \times 10^{-5}$ to $1 \times 10^{-4}$ m/m·K for gas.

Figure 2.27 Modified coefficient of linear thermal expansion as a function of temperature degrees in Kelvin
### 2.7 Young’s modulus

Elastic modulus is a measure of resistance to elastic deformation. Elastic modulus is often called as modulus of elasticity, and Hooke’s law represents the elastic material behavior until a material begins to deform plastically. A stress point where plastic deformation occurs is the yield strength of a material; the elastic modulus of a material denotes the ratio of stress to strain until this yield point which a material is ready to exhibit non-elastic behaviors.

In general, Young’s modulus indicates the elastic modulus of a material, and the definition is the ratio of uniaxial tensile stress to uniaxial tensile strain. The ratio is usually constant because stress is proportional to load applied, and strain is a measure of elastic deformation according to the Hooke’s law. A mathematical expression of Young’s modulus is given in equation (2.30).

\[
E = \frac{\sigma}{\varepsilon} = \frac{F/A_0}{\Delta L/L_0}
\]  

(2.30)

In the mathematical expression of equation (2.30), \(E\) is a symbol for Young’s modulus, and the unit in the SI system is \([\text{N/m}^2]\) or \([\text{Pa}]\).

Young’s modulus is experimentally determined from the slope of a stress-strain diagram during tensile tests. Hence, Young's modulus can be used to measure the elongation or compression of a material unless the applied stress does not exceed the yield strength. Metals and alloys often exhibit linear elasticity on a stress-strain diagram within the region that follows the Hooke’s Law. If a material is homogeneous isotropic, Young's modulus has all equivalent values for all directions in Cartesian coordinate system. However, Young’s modulus in welding has to be a function of temperature since the strength of a material is vulnerable to thermal attack.
Young’s modulus of pure iron is highly susceptible to the metallurgical effect of phase transitions e.g., allotropic, solid-liquid, and liquid-gas transformations, similar to other thermophysical properties. Figure 2.28 shows the evidence of the allotropic transformation of iron. The decrease in the elastic modulus of iron is noticeable in the temperature range of 1150K to 1200K [50]. The Young’s modulus of pure iron is 211 GPa at room temperature, but there are not many available reference data with increasing temperature.

Assuming that the elastic modulus of low alloy steel, AISI A182 Grade F22 (2¼% Cr 1% Mo), is similar to that of pure iron, a series of elastic moduli of the Chromium-Molybdenum alloy steel [51] has been used to replace the unknowns of pure iron. Young’s modulus of Grade F22 is in the range of 190 to 210 GPa at room temperature, and the melting occurs in the temperature range of 1450°C to 1510°C depending upon its grade. Since the melting point of pure iron varies from 1500°C to 1540°C, there are only slight differences in terms of a few mechanical properties. The elastic moduli of Grade F22 fall gradually down with increasing temperature, and the plot of the elastic moduli is in Figure 2.29.
Low carbon steel DC04 of which a final weld shape was investigated by Pornsak, T. [4] was compared for result discussion. The elastic moduli of DC04 are also described as shown in Figure 2.29.

![Elastic modulus DC04 vs F22](image)

Figure 2.29 Modulus of elasticity with increasing temperature
Chapter 3 Fundamental study on modeling of laser welding

3.1 Two dimensional cross-section system modeling

In numerical laser welding, a heat source function travels along a weld line. A weld line lies on the z-axis as shown in Figure 3.1 since the direction of the moving heat source is determined by a users’ defined coordinate system. The figure shows that a basic disk heat source model slides on the top surface of a base metal along the z-directional axis. The welding path indicates the motion of the heat source because a heat source model is usually a function of time in the transient welding analysis.

![Figure 3.1 Disk laser heat source model on a thin sheet metal structure](image)

The use of a 2D cross-section heat source model as in Figure 3.2 however is much more efficient to perform a fast computation than an operating the disk or a volumetric heat sources in 3D domain because a use of fewer elements usually consumes less computation time in numerical simulation. As shown in Figure 3.3, it is common that the image of the microstructure is obtained at the cross section which is normal to the weld line in order to estimate the depth and width of the melt pool. Similar to the experimental observation, the use of the cross-section is assumed to be a proper choice to measure the melt pool geometries.
As shown in Figure 3.2, the application of transient linear heat distribution was applied on the top of the 2D cross section during this laser welding simulation research. In contrast to most previous numerical laser welding researches, the applied 2D cross-section enabled a full contribution to a fast coupled thermal-fluid-structure system analysis. This modeling was a new approach which has never been used for the study on the weld formations and the post-weld behaviors although the cross section model has been involved in many welding simulation processes.
The fluid motion in the direction of welding was assumed to be less effective for the formation of the final weld. The z-directional moving components were therefore less important. The z-directional stress components were also thought to be less important because welding distortions and residual stresses were mostly dependent on the directions normal to the weld line. As the y-axis symmetric melts circulation and active stress components were described in the x-y plane of the cross-section, the 2D analysis was a dominant thermal-fluid-structure system in this laser welding process.

Figure 3.4 2D symmetric cross-section model for thermo-fluid-structure analysis

In this study, the 2D model performed the coupled simulation in the x-y domain, and the time dependent heat function was computed proportional to their geometric configuration by increasing or decreasing intensities on the top layer. Since a transient analysis has close connection with the continuously ongoing welding process, the time dependent heat input was devised expecting the influence of real-time heat source approach. A schematic presentation of the 2D systems with the heat source application is described in Figures 3.5, and the applied thermal boundary constraints are in Figure 3.6.
Figure 3.5 2D cross-section geometries

Figure 3.6 2D system boundary conditions
3.2 Heat source modeling

This welding study did not rely on the use of predefined heat source distribution that has better been used to characterize the evolution of the weld pool. The predetermined heat modeling can be suitable to certain types of laser welding applications where the melt pool shape and size is not critical.

Referring to the history of the numerical welding processes, Gaussian distribution of surface heat flux has been a realistic heat source modeling in most welding processes [21]. The Gaussian heat distribution has provided a useful approximation of the heat density in the welding processes [12, 53]. The first empirical heat source proposed by Pavelic et al. was a 2D circular disk heat model on the basis of Gaussian distribution, as in Figure 3.1 [54]. The mathematical expression of the adaptive disk heat source model is described below.

\[
\dot{q} = Q_0 \cdot \exp[-Cr^2]
\]  

where \( C \) is a distribution width coefficient, and \( r \) is a radial distance from the heat source center on the circular disk. \( Q_0 \) is a rate of heat energy input equivalent to \( \eta VI \) and yields the maximum heat density at the center of heat source model. The use of exponential function contributes to heat concentration at the core and rapid deduction of thermal energy increasing the radius of the disk. In transient computation the velocity of the circular disk heat allows the disk move along a desired weld line, and geometric heat densities of the laser beam source should be redefined to satisfy a normal heat distribution on the proposed 2D system.

Assuming that the laser heat source is traveling on the z-axis as shown in Figure 3.1, the temperature gradient is influenced by the location of heat source center. A process of high-intensity laser welding is time-sensitive because the change in welding velocity has a great effect on heat diffusion. As a result of that, a laser heat source model should be a function of time and distance for accurate estimations of welding phenomena.
The heat density is defined as a function of time and x-coordinates and applied in the 2D cross section as shown in Figure 3.4. The maximum of the heat density is located at the center of the heat source and the minimum is at the boundary of the Gaussian function along the x-axis. The surface where the laser beam is targeted on is influenced directly by the heat source as given in equation (3.2). This assumption makes there is no predetermined penetration of the heat density into the proposed 2D cross section model. \( m \) (\( m = 3 \) by Goldak et al. [54]) is a heat distribution factor, and \( z_0 \) is unit thickness for the conversion of planar heat into linear heat distribution. \( r_0 \) is a radius of laser beam, and \( \pi r_0^2 \) is an approximate area of direct laser projection. The definition of \( q_0 \) is \( Q_0 z_0 / \pi r_0^2 \), therefore \( \dot{q} \) is the rate of heat generation per unit length for the linear heat allocation on the 2D cross section.

\[
\dot{q} = q_0 \cdot \exp\left[-m \left(\frac{x^2}{r_0^2}\right)\right] \cdot \exp\left[-m \left(\frac{(y)^2}{r_0^2}\right)\right] \tag{3.2}
\]

\[
\dot{q} = q_0 \tag{3.3}
\]

\[
\dot{q} = q_0 \cdot \frac{1}{2} \left\{ \text{erf} \left[\frac{r_0 + x}{m}\right] + \text{erf} \left[\frac{r_0 - x}{m}\right]\right\} \cdot \frac{1}{2} \left\{ \text{erf} \left[\frac{r_0 - y}{m}\right] + \text{erf} \left[\frac{r_0 + y}{m}\right]\right\} \tag{3.4}
\]

On the other hand, verification of the Gaussian heat modeling is a matter how the distribution yields good suitability for the laser welding processes. A constant heat density model in equation (3.3) is introduced for the comparison of suitability between the Gaussian variation and the constant heat flux, although the Gaussian distribution is known to be a reliable approximation in the numerical welding process. Another uniform heat density in equation (3.4), a hypothetical heat density flattening the center concentrations of the Gaussian flux efficiently, is proposed using the mathematical expression of multiple error functions. The shape comparison between the equations (3.2) and (3.4) is provided in Figures 3.7 and 3.8. The heat density models subject to the welding study are listed in Table 3.1.
<table>
<thead>
<tr>
<th>No.</th>
<th>Heat Source Modeling</th>
<th>Mathematical Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Gaussian heat distribution</td>
<td>( \dot{q} = q_0 \cdot \exp \left[ -m \left( \frac{x^2}{r_0^2} \right) \right] \cdot \exp \left[ -m \left( \frac{(v_x t)^2}{r_0^2} \right) \right] )</td>
</tr>
<tr>
<td>2</td>
<td>Constant heat distribution</td>
<td>( \dot{q} = q_0 )</td>
</tr>
<tr>
<td>3</td>
<td>Uniform heat distribution</td>
<td>( \dot{q} = q_0 \cdot \frac{1}{2} \left{ \text{erf} \left[ \frac{r_0 + x}{m} \right] + \text{erf} \left[ \frac{r_0 - x}{m} \right] \right} \cdot \frac{1}{2} \left{ \text{erf} \left[ \frac{r_0 + v_x t}{m} \right] + \text{erf} \left[ \frac{r_0 - v_x t}{m} \right] \right} )</td>
</tr>
</tbody>
</table>

Table 3.1 Heat source models – geometrical time dependent heat distribution

Figure 3.7 Gaussian and hypothetical uniform heat density functions with arbitrarily selected \( q_0 = 1 \text{ W/mm} \), \( r_0 = 5 \text{ mm} \), and \( v_x = 10 \text{ mm/s} \): solid line at \( t = 0 \text{ sec} \), dashed line at \( t = 0.4 \text{ sec} \), and dotted line at \( t = 0.5 \text{ sec} \) while heat source is moving along the weld line normal to the proposed 2D cross section

Figure 3.8 Gaussian and hypothetical uniform heat density functions with arbitrarily selected \( q_0 = 1 \text{ W/mm} \), \( r_0 = 5 \text{ mm} \), and \( v_x = 10 \text{ mm/s} \): solid line at \( m = 0.5 \), dashed line at \( m = 1 \), and dotted line at \( m = 2 \) while varying heat distribution factors
3.3 Theoretical approach for thermo-fluid analysis

Energy balance is the basis for modeling the heat transfer system. Most conductive heat transfer in solid materials is governed by conservation of heat energy; the energy balance results in a simple thermal conduction to obtain temperature distribution in the numerical laser welding simulation. Temperatures obtained through the energy balance in equation (3.5) are employed to estimate residual stresses using a functional relation of thermal expansion.

\[
\rho c_p \frac{\partial T}{\partial t} = k \nabla^2 T + \dot{q} \tag{3.5}
\]

The material properties (\(\rho\): density, \(k\): thermal conductivity) are assumed to be constant or temperature dependent. Specific heat \(c_p\) is given similar to other material properties, but the latent heat of fusion which is defined as \(H = \int \rho c_p dT\) allows particular modification on the properties in the melting point and boiling point.

\(k \nabla^2 T\) is thermal conduction crossing the boundary of each element and \(\dot{q}\) indicates the internal or boundary heat generation rate which is the source term of the moving laser heat density. Most thermal systems are in the forms of differential equations to solve for the overall temperature distributions. In the field of numerical analysis, applying Galerkin’s technique into the finite element algorithm is a common method to handle the nonlinear thermal conduction. Solving the nonlinear equation (3.5), all nodal temperatures are obtained at each time step taking matrix inversion [54, 55].

As several irregular weld shapes have been found observing laser welded microstructures, the melt pool dynamics and the pool shape are thought to have a close connection one another during laser welding. As surface tension of the melt yields the relative stability of surface free energy on the melt surface, the stability is known to have a great effect on the melt flow and the
formation of the pool shape. In order to find the effects of the surface tension stresses, the extra work done by the melt flow is required in the equation of thermal energy balance.

$$\rho c_p \frac{\partial T}{\partial t} = k \nabla^2 T + \dot{q} + \dot{W}_f$$  \hspace{1cm} (3.6)

$$\gamma = \mu \frac{\partial u}{\partial y} = f \frac{\partial y}{\partial T} \frac{\partial T}{\partial x}$$  \hspace{1cm} (3.7)

An additional surface work energy term is defined as $\dot{W}_f = \int \gamma dA$ and assumed to be active over the melting point, and the surface tension $\gamma$ in equation (3.7) is considered as a major contribution to widen the melt pool. Dynamic viscosity $\mu$ is a temperature dependent variable as the same as $\rho, c_p$, and $k$. A sudden viscosity drop is expected in a narrow melting point range since vigorous fluid motion occurs at relatively low viscosity. $f$ is the mass fraction of liquid representing material phase transformation [15, 52]. The value for $f$ varies from 0 to 1 within a solid-liquid mixed region, and it becomes 1 where all materials are in the liquid phase. Initial and real-time temperature updates are required to decide the activation of the surface work energy of equation (3.6), and experimental results of the surface tension gradients are provided for the surface tension within a given temperature range [56].

On the other hand, the dynamics of heat and fluid flow in the melt is another potential factor inducing the instability of the melt pool formation. Therefore, conservation of heat energy in fluid is required to measure the effect of the fluid flow.

$$u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + \frac{\partial u}{\partial t} = - \frac{1}{\rho} \frac{\partial p}{\partial x} + \mu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right)$$  \hspace{1cm} (3.8)

$$u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + \frac{\partial v}{\partial t} = - \frac{1}{\rho} \frac{\partial p}{\partial y} + \mu \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right)$$  \hspace{1cm} (3.9)

$$\rho c_p \left( u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} + \frac{\partial T}{\partial t} \right) = \frac{\partial p}{\partial t} + k \nabla^2 T + \dot{q} + \dot{W}_f + \mu \Phi$$  \hspace{1cm} (3.10)

Conservations of linear momentums along the x- and y-axis are expressed in equations (3.8) and (3.9) to evaluate x- and y-directional fluid velocities in the melt pool. A heat and fluid energy
balance in equation (3.10) is used to obtain the temperature profile. \(u\) and \(v\) \((V_x = u, V_y = v)\) are velocity components in the \(x\) and \(y\) directions \((X_x = x, X_y = y)\), and the velocities and their gradients remain inactive unless temperature rises over the melting temperature. \(\dot{W}_c\) and \(\mu \Phi\) are the results of the viscous liquid metal flow when solid transforms into liquid. The two terms indicate viscous work and viscous dissipation respectively [57, 58].

The existence of surface tension results in equation (3.11) and the surface tension has high potential to form the irregular shaped melt pool. Detailed expressions of viscous work and viscous dissipation are explained in equations (3.12) and (3.13) where the numerical symbols \(i\) and \(j\) satisfy the relation \(i \neq j\) and \(i, j = x, y\).

\[
\rho c_p \left( \frac{\partial T}{\partial t} + \frac{\partial}{\partial x} \left( u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} \right) \right) = \frac{\partial p}{\partial t} + k \nabla^2 T + \dot{q} + \dot{W}_c + \mu \Phi + \dot{W}_r \tag{3.11}
\]

\[
\Phi = 2 \sum_i \left( \frac{\partial v_i}{\partial X_i} \right)^2 + \sum_i \sum_j \left( \frac{\partial v_i}{\partial X_i} + \frac{\partial v_j}{\partial X_j} \right)^2 \tag{3.12}
\]

\[
\dot{W}_c = \mu \sum_i \sum_j \frac{\partial}{\partial X_i} \left( \frac{\partial v_j}{\partial X_i} + \frac{\partial v_i}{\partial X_j} \right) v_j \tag{3.13}
\]

Additional linear momentum terms, \(S_u = Au\) and \(S_v = Av\), can be appended to the equations (3.8) and (3.9) to account for the solid to liquid phase transformation in the melt pool. \(A\) is a phase change parameter which is a function of a mass fraction of liquid \(f\) [15, 52]. As explained in the earlier chapter, the modified pure iron has a full participation to the required phase transformations. The mathematical expressions of the additional momentum equations are already involved during the evaluation of the thermo-physical properties. In this study, the faction of liquid is modified taking a linear interpolation; two available upper and lower limits are taken within the phase change to proportionally compute the mass fraction of liquid. The limits are the melting and boiling points of pure iron, and the solid-liquid and liquid-gas mixture phases are assumed to exist in the temperature ranges before and after the melting and boiling points.
The summary of governing equations and their descriptions is listed in Table 3.2, and the boundary conditions required for thermo-fluid analysis is described in Figure 3.9.

<table>
<thead>
<tr>
<th>No.</th>
<th>Governing Equation</th>
<th>Mathematical Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Energy balance</td>
<td>$\rho c_p \frac{\partial T}{\partial t} = k \nabla^2 T + \dot{q}$</td>
</tr>
<tr>
<td>2</td>
<td>Energy balance with effect of surface tension</td>
<td>$\rho c_p \frac{\partial T}{\partial t} = k \nabla^2 T + \dot{q} + \dot{W}_\gamma$</td>
</tr>
<tr>
<td>3</td>
<td>Energy balance in fluid</td>
<td>$\rho c_p \left( u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} + \frac{\partial T}{\partial t} \right) = \frac{\partial p}{\partial t} + k \nabla^2 T + \dot{q} + W_v + \mu \Phi$</td>
</tr>
<tr>
<td>4</td>
<td>Energy balance in fluid with effect of surface tension</td>
<td>$\rho c_p \left( u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} + \frac{\partial T}{\partial t} \right) = \frac{\partial p}{\partial t} + k \nabla^2 T + \dot{q} + W_v + \mu \Phi + W_\gamma$</td>
</tr>
</tbody>
</table>

Table 3.2 Governing equations – conservation of energy balance

![Figure 3.9 Boundary conditions for thermo-fluid analysis](image-url)
3.4 Surface tension and Marangoni convection

Wetting is one of the important thermo-physical characteristics due to the effect of the melt surface tension in the laser welding process. When a material melts, the wetting behavior exhibits surface tension of the liquid between the melt and not-yet-melted material. Surface tension is a measure of the surface energy that a liquid has to minimize its surface area. Surface tension generally acts tangential to the liquid surface reducing the surface energy of the liquid.

Marangoni convection is the heat transfer between the molten material and the surrounding air, and the surface tension gradient induces the Marangoni convection along the melt pool surface layer due to the temperature variations. Surface tension is dependent on a temperature gradient which can be produced by temperature difference at the liquid/gas interface. In brief, surface tension decreases with the increase of temperature, reaching 0 at the melting temperature as expressed in equation (3.14).

\[ \gamma = \gamma_m + \left( \frac{\partial \gamma}{\partial T} \right) (T - T_m) \]  \hspace{1cm} (3.14)

\( \gamma \) is surface tension at temperature \( T \) \([\degree C]\), and \( \gamma_m \) is surface tension at the melting point \( T_m \) \([\degree C]\). A gradient, which is surface tension with respect to temperature \( \left( \frac{\partial \gamma}{\partial T} \right) \), is a thermal coefficient of surface tension.

The gradient causes the melt flow by taking the differences in surface tension gradients into consideration of strong interrelation; the melt is subject to flow from the higher gradient to the lower gradient. Pure iron collects relatively low and linear surface tension profiles than alloying metals whose magnitude of the surface tension increases with the amount of the iron content [59]. Therefore, the melt is assumed to flow from the center of the pool to the solid boundary which is not yet melted as shown in Figure 3.10 due to the nearly constant \( \frac{\partial \gamma}{\partial T} \) ratio.
The thermal coefficient is a determinant of Marangoni convection which influences the shape of the melt pool. Marangoni number, $Ma$, is a dimensionless number which is proportional to the thermal coefficient of surface tension which is divided by viscosity and thermal diffusivity as in equation (3.15).

$$Ma = \frac{\partial \gamma}{\partial T} \cdot \frac{1}{\mu \alpha} \cdot L^2 \cdot (T - T_m)$$

(3.15)

$\mu$ is dynamic viscosity [N·s/m], $\alpha$ is thermal diffusivity [m$^2$/s], and $L$ is characteristic length [m].

Keene B. J. investigated thermo-physical properties of liquid iron. In the research, the surface tension of liquid iron was expressed as a function of temperature. The least-square fit of surface tension was originally given for the range of temperatures from 1530°C to 1862°C [56]. However, the surface tension profiles have been modified over the temperature range of 1540°C to 2860°C assuming no significant change in the decreasing tendency with increasing temperature. Mean $\gamma$ at the melting point is 1862 mN/m, the surface tension of liquid iron is expressed as $\gamma = 1862 - 0.39(T - T_m)$ mN/m. The profiles are graphically displayed as Figure 3.11.
Figure 3.11 Surface tension of pure iron \[\gamma = 1862 - 0.39(T - 1540)\]

\[\gamma \text{ [mN/m]}\]

T \[\text{[°C]}\]
3.5 Recoil pressure and melt penetration

In general, the vapor pressure means the evaporation rate of liquid, and the evaporation is the process of molecules escaping from the liquid state. Therefore, the boiling temperature is a measure of the moment when the vapor pressure of iron molecules is equivalent to the ambient atmospheric pressure. The equilibrium vapor pressure over the boiling point is practically used to obtain the recoil pressure in relation to rapid iron evaporation. The recoil pressure work in deep laser welding is described in Figure 3.12.

![Figure 3.12 Schematic diagram of recoil pressure effect in deep laser welding](image)

The equilibrium between liquid iron and the vapor depends on the temperature of the melt pool. The 1st and 2nd laws of thermodynamics provide an equation for the vapor pressure as a function of temperature. However, the variation of vapor pressure versus temperature may not be in a straight line because the saturation pressure of the iron vapor more rapidly increases while the temperature rises. The relation between vapor pressure and temperature can be explained with
the Clausius-Clapeyron equation. Equation (3.16) is the Clausius-Clapeyron equation to obtain the vapor pressure which varies with the temperature as given in Table 3.3.

\[ P = P_0 \cdot \exp \left[ \frac{\Delta H_v}{R_u} \left( \frac{1}{T_v} - \frac{1}{T} \right) \right] \]  

\[ (3.16) \]

<table>
<thead>
<tr>
<th>T [K]</th>
<th>P [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3133</td>
<td>101.35</td>
</tr>
<tr>
<td>3135</td>
<td>102.20</td>
</tr>
<tr>
<td>3200</td>
<td>133.20</td>
</tr>
<tr>
<td>3400</td>
<td>282.47</td>
</tr>
<tr>
<td>3600</td>
<td>551.00</td>
</tr>
<tr>
<td>3800</td>
<td>1001.83</td>
</tr>
<tr>
<td>4000</td>
<td>1715.82</td>
</tr>
<tr>
<td>4200</td>
<td>2791.87</td>
</tr>
<tr>
<td>4400</td>
<td>4346.06</td>
</tr>
<tr>
<td>4600</td>
<td>6510.05</td>
</tr>
<tr>
<td>4800</td>
<td>9428.64</td>
</tr>
<tr>
<td>5000</td>
<td>13256.97</td>
</tr>
</tbody>
</table>

Table 3.3 Vapor pressure of iron as a function of temperature degrees in Kelvin

<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atmospheric pressure</td>
<td>( P_0 )</td>
<td>101.35 MPa</td>
</tr>
<tr>
<td>Boiling point</td>
<td>( T_v )</td>
<td>2860 °C</td>
</tr>
<tr>
<td>Heat of vaporization</td>
<td>( \Delta H_v )</td>
<td>340 kJ/mol</td>
</tr>
<tr>
<td>Universal gas constant</td>
<td>( R_u )</td>
<td>8.3145 J/mol-K</td>
</tr>
</tbody>
</table>

Table 3.4 Thermo-physical properties of iron used in the Clausius-Clapeyron equation
In equation (3.16), $P$ indicates vapor pressure which is a function of temperature, and $P_0$ is the atmospheric ambient pressure on the melt pool. $\Delta H_v$ is heat of vaporization at the boiling point $T_v$, and the universal gas constant $R_u$ is 8.314462 J/mol·K in the SI unit system.

If we approximate that: 1. the volume of gas is much larger than that of liquid or solid, and 2. the evaporated gas obeys the ideal gas law, the Clausius-Clapeyron equation can be valid for all types of phase changes, e.g., solid to liquid, solid to gas, and liquid to gas. Therefore, equation (3.16) is suitable for measuring the vapor pressure of iron, and the required thermophysical properties are given in Table 3.4.

This laser welding study requires verification of the obtained values from the Clausius-Clapeyron equation because the vapor pressure may have a great effect on the thermal or thermo-fluid simulation result. Reference data investigated by Hultgren R. et al. [29] is graphically compared in Figure 3.14 with the calculated values to verify the reliability of the Clausius-Clapeyron equation. As shown in Figure 3.13, the vapor pressure of iron from the Clausius-Clapeyron equation agrees with the referenced vapor pressure values. A sixth order polynomial fit of the vapor pressure [Pa] yields equation (3.17) as a function of temperature degrees in Kelvin.

$$P = 7 \cdot 10^{-15}T^6 - 5.9 \cdot 10^{-11}T^5 + 2 \cdot 10^{-7}T^4 - 3.3 \cdot 10^{-4}T^3$$

$$+0.28T^2 - 110T - 1.6 \cdot 10^4$$

(3.17)
Figure 3.13 Vapor pressure of iron from Hultgren R. et al. and from the Clausius-Clapeyron equation.
3.6 Welding and dimensionless parameters

Laser beam application is classified into several thermal processes, e.g., coating, welding, and cutting, according to its intensity on a target substrate [62]. The intensity of the laser is the highest priority when deciding the manufacturing processes. The categorized items from coating to cutting are dependent on the application of appropriate laser power. The thickness of the substrate also influences on the laser intensity, and the change in laser power is subject to the material components of the weld. A material’s surface reflectance has high potential to cause difficulty in laser welding, thus the welding process may require excessive heat input to overcome the reflection. The variation of welding speed is expected to have a great effect on the size and shape of the melt pool since the laser beam travels along a desired weld line with an increment of time step. Changes in welding speed induce more or less heat transfer rate into the 2D cross section, and the consequent heat diffusion through the model relates to the depth and the width of the melt pool.

The characteristics explained above are practical welding parameters conducting the formation of the melt pool, and the various applications of those parameters are provided in this welding study to verify the effects of parameter changes. The results will be graphically displayed using dimensionless parameters, e.g., Reynolds, Péclet, and Marangoni numbers [16, 60], as mathematically described in equations (3.18) through (3.20). The characteristic length \( L \) used in dimensionless numbers is assumed to be a radius of a laser beam [16]. Welding parameters used for the welding simulation are listed in Table 3.5.

\[
Re = \frac{\rho v L}{\mu} \quad (3.18)
\]

\[
P e = \frac{L v}{\alpha} = Re \cdot Pr \quad (3.19)
\]

\[
Ma = \frac{dy}{dt} \cdot \frac{1}{\mu \alpha} \cdot L^2 \cdot \Delta T = \frac{dy}{dt} \cdot \frac{1}{\mu \alpha} \cdot L^2 \cdot (T_s - T_{\infty}) \quad (3.20)
\]
Table 3.5 Welding parameters

<table>
<thead>
<tr>
<th>No.</th>
<th>Welding Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Welding speed</td>
<td>100 mm/s ~ 200 mm/s</td>
</tr>
<tr>
<td>2</td>
<td>Thickness of substrate</td>
<td>1.2 mm ~ 2.0 mm</td>
</tr>
<tr>
<td>3</td>
<td>Laser intensity</td>
<td>$1 \times 10^{10}$ W/m ~ $1 \times 10^{11}$ W/m</td>
</tr>
</tbody>
</table>

Changes in welding parameters may require slight modification of the governing equations. If the thickness of the plate is less practical to generate fluid motion, a body force will be insignificant in the conservation law. However, the thicker the plate is, the body force becomes remarkable to obtain strong propulsion due to the restoring force of gravity or buoyance. The predictions of the excessive repulsion associated with the initial laser heat intensity are shown in Figure 3.14; a top-wide parabolic weld lined shape, a deep penetration shape (known as a key-hole) or an hour glass shaped melt pool. For the importance of the weight-driven effect, the body force can be added in conservation of linear momentum as a form of equation (3.21).

![Figure 3.14 Predictions of weld pool shapes due to changes in welding parameters](image)

$$F_b = \rho \beta (T - T_0) \bar{g} \quad (3.21)$$
\( \beta \) is the coefficient of thermal expansion, a function of temperature. \( g \) is the gravitational acceleration, but the gravitation is expected to have different signs. A negative sign will be given when the temperature of the molten material is in the range up to the melting point; a positive sign will be placed when the temperature is over the boiling point due to the direction of temperature dependent weight vector.

A pressure gradient in the conservation of momentum can be a dominant factor motivating the weld penetration if the laser plasma ejection is considerable by the increase of the laser intensity. Existence of an additional momentum input by the pressure becomes important evidence supporting how the weld elongates along the direction of the laser projection and dissipates heat more efficiently into the material. According to the pressure balance in the weld pool, an appropriate pressure equilibrium as shown in equation (3.23) is required to account for the fluid mechanism of the melt [61]. The pressure gradients with respect to x- and y-coordinates are expressed as in equation (3.24) assuming the molten material conducts slow viscous flow. Equation (3.24) is called Pressure-Poisson equation.

\[
\begin{align*}
P_d + P_z & \approx P_y \\
\nabla P &= \mu \nabla^2 \cdot \mathbf{V} = \begin{cases} 
\frac{\partial p}{\partial x} = \mu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 v}{\partial x \partial y} \right) \\
\frac{\partial p}{\partial y} = \mu \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right) 
\end{cases}
\end{align*}
\]

where \( P_d \) is hydrodynamic pressure, \( P_z \) is pressure maintaining the weld penetration, and \( P_y \) is pressure derived from the surface tension. \( P_d \) will be a function of fluid velocity in the melt pool, and \( P_z \) is assumed to be a function of plasma jet velocity from a initial laser intensity. However, \( P_z \) can be equivalent to vaporization pressure \( P_v \) in this laser welding research because \( P_v \) is the driven factor inducing the melt penetration. As the traditional form of laser heat flux follows Gaussian function, the laser recoil pressure may result in a form of the Gaussian distribution.
3.7 Thermal expansion induced Mechanical analysis

The 2D cross-section model was assumed to deform by thermal expansion or contraction when a base metal was heated or the melt cools down to the ambient temperature being in the solid phase. The thermal expansion of the model was of interest in this study since the result temperature profiles from the thermo-fluid analysis were sequentially employed to the structure analysis. If the welding deformation is restricted during the heating and cooling cycles, the stresses in the structure are increased due to the constraints. Therefore, thermal stresses were introduced in the structure analysis due to the heat induced thermal expansion of the material associated with the displacement constraints.

Figure 3.15 Boundary constraints for structure analysis

The structure analysis in welding was a study of thermal stresses resulting from an increase in internal stresses opposing to the deformation. The required clamping conditions for a laser welded plate were assumed to be simple displacement constraints due to the less distortion of laser welded products. Figure 3.15 shows the boundary constraints of the 2D cross-section model for the structure analysis. The system was a half of its full model, thus symmetry condition
was necessary for one side. The other side had to be responsible for less distortion since a free-to-move motion was mostly prohibited to reduce the welding deformation.

If a not-yet-melted material is assumed to be isotropic, the material exhibits an equivalent coefficient of the thermal expansion in all directions. Since the thermal expansion is because of an increase in temperature, the thermal stress which is proportional to the change in temperature can be expressed as the follows.

\[ \varepsilon_t = \alpha_L (T - T_0) \quad (3.25) \]

\[ \sigma_t = \varepsilon_t E = \alpha_L E (T - T_0) \quad (3.26) \]

where \( \varepsilon_t \) is thermal strain, \( \alpha_L \) is the coefficient of linear thermal expansion, \( T_0 \) is the reference temperature related to the length of a material before thermal expansion occurs, \( \sigma_t \) is temperature induced thermal stress, and \( E \) is modulus of elasticity. Since a basic relation between stress and strain is derived from Hooke’s law, most materials in the elastic region follow the expression as in equation (3.27).

\[ \sigma_e = \varepsilon_e E \quad (3.27) \]

Plastic deformation of the weld also has a substantial influence on the increase in residual stresses because a metallic solid is often strengthened by plastic deformation during heating and cooling cycles. Plastic strain \( \varepsilon_p \) was therefore necessary to account for elevating residual stresses since work hardening was assumed to be in the solidification of the melt. The total strain rate can be finally written as the below, multi-linear isotropic hardening was used for the computation in ANSYS.

\[ \varepsilon = \varepsilon_e + \varepsilon_t + \varepsilon_p \quad (3.28) \]
Using the principle of virtual work, a virtual change of the internal strain energy is counterbalanced by an identical change in external work done by applied thermal load. The equivalent differential equation to be solved for displacements is as the follow.

\[ M\ddot{U} + KU = P \]  

\[ M = \int_A \rho[N]^T[N]dA \]  

\[ K = \int_A [B]^T[D][B]dA \]  

\[ P = \int_A [B]^T[D][\varepsilon]dA \]

where \( M \) stands for the mass matrix, \( K \) is the stiffness matrix, and \( P \) denotes the external force or the load transferred from the thermo-fluid analysis. If the effect of mass is negligible, the final relation results in as the below.

\[ KU = P \]

where \( U \) is a displacement vector. Numerical methods, e.g., Newton-Raphson iteration, are used for solving the nonlinear system of equation (3.33). The mechanical analysis is performed using a mechanism relevant to thermal expansion, and the stress distributions are investigated by the of Von-Mises criterion. The residual stresses and the resulting distortions are associated with the magnitude and extent of laser heat induced thermoplastic deformation. The prediction of the stress distribution is highly dependent on the accuracy of the results from thermo-fluid analysis due to the temperature dependency of the yielding behavior.
Chapter 4 Differential equations used in thermo-fluid analysis

4.1 Conservation of thermal energy

For the F. E. based numerical computation, a two dimensional thermal system is employed with a laser moving heat source. As Fourier’s law is the first principle to describe heat conduction rate through the system, the expression is accountable for conductive thermal energy transfer in this laser welding process. One directional heat conduction rate is given as a function of the temperature gradient as shown in equation (4.1). Assuming that the proposed 2D system is an isotropic model, basic conservation of energy in the 2D Cartesian coordinates can be derived as equation (4.2).

\[ q_s = -k \frac{\partial T}{\partial x} \]  
\[ \frac{\partial}{\partial x} \left( k \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) + Q = \rho c_p \frac{\partial T}{\partial t} \]  

(4.1) \hspace{2cm} (4.2)

The time dependent term of equation (4.2) can be removed when the numerical algorithm needs a solution of a steady-state welding process. Simplifying the 2D thermal system, the transient term in equation (4.1) is removed, and the governing equation is reduced to the linear differential form of equation (4.3).

\[ \frac{\partial}{\partial x} \left( k \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) + Q = 0 \]  

(4.3)

If we restrict the degree of freedom of the system, the types of boundary conditions can possibly be as the follows:

1) Fixed temperature (point, surface, volume)

\[ T = T_1(x, y, t) \]  

(4.4)

2) Specified heat flux (surface)

\[ k \frac{\partial T}{\partial x} n_x + k \frac{\partial T}{\partial y} n_y = -q \]  

(4.5)
3) Convection (surface)
\[ k \frac{\partial T}{\partial x} n_x + k \frac{\partial T}{\partial y} n_y = -h(T - T_0) \] (4.6)

4) Radiation (surface)
\[ k \frac{\partial T}{\partial x} n_x + k \frac{\partial T}{\partial y} n_y = -h_r(T - T_0) \] (4.7)

Through equations (4.5) to (4.7), the “negative” sign means that heat is leaving from the thermal system to outside. According to the given geometries as in Figure 4.1, the boundary conditions for this study are the combination of equation (4.6) and (4.7) on the surface where it is exposed to the ambient air temperature \( T_0 \).
\[ k \frac{\partial T}{\partial x} n_x + k \frac{\partial T}{\partial y} n_y = -h(T - T_0) - h_r(T - T_0) \] (4.8)

where \( \{n\} = \left\{ \frac{n_x}{n_y} \right\} \) is a normal vector which is normal to the surface where the heat flows through.

Figure 4.1 Boundary condition of the thermal system
4.2 Conservation of mass and linear momentum in fluid

A melt is assumed to be an incompressible viscous Newtonian fluid in this laser welding research. Therefore, “mass flow rate” which is defined as the amount of mass flowing through a control surface per unit time is firstly concerned to measure the effect of the melt flow through the control volume in the 2D system. Mass flow in an infinitesimal control volume is described in Figure 4.2 and the rate is defined as the below where \( \mathbf{V} = u \mathbf{i} + v \mathbf{j} \) in 2D Cartesian coordinates.

\[
\dot{M} = \int_{C} \rho \mathbf{V} \cdot ds \tag{4.9}
\]

The left hand side of equation (4.9) can be expressed as the below.

\[
\dot{M} = \frac{\partial \rho}{\partial t} dx dy \tag{4.10}
\]

If we derive the net of mass flow rate through the control volume in a form of its derivatives,

\[
\int_{C} \rho \mathbf{V} \cdot ds = \left[(\rho - \frac{\partial \rho}{\partial x} \frac{dx}{2}) \left(u - \frac{\partial u}{\partial x} \frac{dx}{2}\right) - \left(\rho + \frac{\partial \rho}{\partial x} \frac{dx}{2}\right) \left(u + \frac{\partial u}{\partial x} \frac{dx}{2}\right)\right] dy \\
+ \left[(\rho - \frac{\partial \rho}{\partial y} \frac{dy}{2}) \left(v - \frac{\partial v}{\partial y} \frac{dy}{2}\right) - \left(\rho + \frac{\partial \rho}{\partial y} \frac{dy}{2}\right) \left(v + \frac{\partial v}{\partial y} \frac{dy}{2}\right)\right] dx \\
= - (\rho \frac{\partial u}{\partial x} + \frac{\partial \rho}{\partial x} u) dx dy - (\rho \frac{\partial v}{\partial y} + \frac{\partial \rho}{\partial y} v) dx dy \\
= -(\rho \nabla \cdot \mathbf{V} + \nabla \rho \cdot \mathbf{V}) dx dy \tag{4.11}
\]

By the use of chain rule, we can utilize the relation of \( \nabla \cdot \rho \mathbf{V} = \nabla \rho \cdot \mathbf{V} + \rho (\nabla \cdot \mathbf{V}) \).

Finally, the mass flux passing through the control volume is defined as the below.

\[
\int_{C} \rho \mathbf{V} \cdot ds = -(\frac{\partial \rho u}{\partial x} + \frac{\partial \rho v}{\partial y}) dx dy \tag{4.12}
\]

If we rearrange the expressions and cancel out \( dx dy \) in equation (4.10),

\[
\frac{\partial \rho}{\partial t} + \frac{\partial \rho u}{\partial x} + \frac{\partial \rho v}{\partial y} = 0 \tag{4.13}
\]

If a fluid is incompressible, density change in time should follow the relation of \( \frac{\partial \rho}{\partial t} = 0 \). This represents the density is constant over the time period; therefore, the incompressibility finally results in equation (4.14).
Similarly, final expressions of linear momentums incompressible viscous Newtonian fluid in 2D Cartesian coordinates are expressed as the follows.

\[
\begin{align*}
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial u}{\partial t} &= g_x - \frac{1}{\rho} \frac{\partial p}{\partial x} + \frac{\mu}{\rho} \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) \\
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial v}{\partial t} &= g_y - \frac{1}{\rho} \frac{\partial p}{\partial y} + \frac{\mu}{\rho} \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right)
\end{align*}
\] (4.15) (4.16)
4.3 Viscous dissipation and viscous work in Newtonian fluid

As shown in Figure 4.3, the sum of work done by normal stress components applied to the 2D control volume can be expressed as the follows.

\[ \int_{C} \sigma_n \mathbf{V} \cdot ds \]

\[ = \left[ \left( \sigma_{xx} + \frac{\partial \sigma_{xx}}{\partial x} \frac{dx}{2} \right) \left( u + \frac{\partial u}{\partial x} \frac{dx}{2} \right) - \left( \sigma_{xx} - \frac{\partial \sigma_{xx}}{\partial x} \frac{dx}{2} \right) \left( u - \frac{\partial u}{\partial x} \frac{dx}{2} \right) \right] dy 
+ \left[ \left( \sigma_{yy} + \frac{\partial \sigma_{yy}}{\partial y} \frac{dy}{2} \right) \left( v + \frac{\partial v}{\partial y} \frac{dy}{2} \right) - \left( \sigma_{yy} - \frac{\partial \sigma_{yy}}{\partial y} \frac{dy}{2} \right) \left( v - \frac{\partial v}{\partial y} \frac{dy}{2} \right) \right] dx 
\]

\[ = \left( \frac{\partial \sigma_{xx}}{\partial x} u + \sigma_{xx} \frac{\partial u}{\partial x} \right) dx dy + \left( \frac{\partial \sigma_{yy}}{\partial y} v + \sigma_{yy} \frac{\partial v}{\partial y} \right) dx dy \] (4.17)

If the viscous stress is proportional to the rate of shearing strain in Newtonian fluid, this will follow the basic rules listed below where \( \delta \) is given as a Kronecker-delta function and \( i \) and \( j \) vary from 1 to 2 in 2D Cartesian coordinates. \( \mu \) is the viscosity of fluid and \( \lambda \) is the second viscosity coefficient which will be given if required.

1) \( \delta_{ij} : \delta_{11} = \delta_{22} = 1, \ e_{ij} = \frac{1}{2} \gamma_{ij} \)

2) \( \sigma_{ij} = (-p + \lambda \nabla \cdot \mathbf{V}) \delta_{ij} + 2\mu e_{ij} \)

3) \( e_{ij} = \frac{1}{2} \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) \)

The normal stress equations for an incompressible Newtonian fluid are given as the follows.

\[ \sigma_{xx} = -p + \lambda \nabla \cdot \mathbf{V} + 2\mu e_{xx} = -p + 2\mu \frac{\partial u}{\partial x} \] (4.18)

\[ \sigma_{yy} = -p + \lambda \nabla \cdot \mathbf{V} + 2\mu e_{yy} = -p + 2\mu \frac{\partial v}{\partial y} \] (4.19)

\[ \int_{C} \sigma_n \mathbf{V} \cdot ds = \left[ \sigma_{xx} \frac{\partial u}{\partial x} + \sigma_{yy} \frac{\partial v}{\partial y} + u \frac{\partial \sigma_{xx}}{\partial x} + v \frac{\partial \sigma_{yy}}{\partial y} \right] dx dy 
\]

\[ = \left[ \left[ \left[ -p + 2\mu \frac{\partial u}{\partial x} + \lambda \mathbf{V} \cdot \mathbf{V} \right] \frac{\partial u}{\partial x} + \left[ -p + 2\mu \frac{\partial v}{\partial y} + \lambda \mathbf{V} \cdot \mathbf{V} \right] \frac{\partial v}{\partial y} \right] dx dy \]
\[ + u \left\{ - \frac{\partial p}{\partial x} + \frac{\partial}{\partial x} \left( \lambda \nabla \cdot \mathbf{V} + 2 \mu \frac{\partial u}{\partial x} \right) \right\} + v \left\{ - \frac{\partial p}{\partial y} + \frac{\partial}{\partial y} \left( \lambda \nabla \cdot \mathbf{V} + 2 \mu \frac{\partial v}{\partial y} \right) \right\} \, dxdy \]

\[ = \left\{ - p \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) + 2 \mu \left[ \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2 \right] + \lambda \nabla \cdot \mathbf{V} \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) \right\} \, dxdy \]

\[ = \left\{ - p (\nabla \cdot \mathbf{V}) + 2 \mu \left[ \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2 \right] + \lambda (\nabla \cdot \mathbf{V})^2 \right\} \, dxdy \]

\[ - \left( \mathbf{V} \cdot \nabla p \right) + 2 \mu (\nabla^2 \cdot \mathbf{V}) + \lambda [\mathbf{V} \cdot \nabla (\nabla \cdot \mathbf{V})] \right\} dxdy \quad (4.20) \]

Incompressible satisfies the relation of \( \nabla \cdot \mathbf{V} = 0 \); therefore, the fluid work which is normal to the control volume surface can be finally written as the below.

\[ \int_C \sigma_n \mathbf{V} \cdot ds = 2 \mu \left[ \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2 \right] dxdy \quad (4.21) \]
As shown in Figure 4.4, the net work done by shear stresses is given as the follows.

\[
\int_C \mathbf{\tau} \cdot \mathbf{V} \, ds = \left[ (\tau_{xy} + \frac{\partial \tau_{xy}}{\partial x} \frac{dx}{2} \right) (\nu + \frac{\partial \nu}{\partial x}) - \left( \frac{\partial \tau_{xy}}{\partial x} \frac{dx}{2} \right) (\nu - \frac{\partial \nu}{\partial x}) \left( \nu - \frac{\partial \nu}{\partial x} \right) \right] d\nu
\]

\[
+ \left[ (\tau_{yx} + \frac{\partial \tau_{yx}}{\partial y} \frac{dy}{2} \right) (\nu + \frac{\partial \nu}{\partial y}) - \left( \frac{\partial \tau_{yx}}{\partial y} \frac{dy}{2} \right) (\nu - \frac{\partial \nu}{\partial y}) \right] d\nu
\]

\[
= \left( \frac{\partial \tau_{xy}}{\partial x} \nu + \tau_{xy} \frac{\partial \nu}{\partial x} \right) d\nu + \left( \frac{\partial \tau_{yx}}{\partial y} \nu + \tau_{yx} \frac{\partial \nu}{\partial y} \right) d\nu
\]

Using the definition given in equation (4.23), the shear stress in Newtonian viscous flow can be defined as the follows.

\[
\tau_{xy} = \mu \left( \frac{\partial \nu}{\partial x} + \frac{\partial \nu}{\partial y} \right) = \tau_{yx}
\]

\[
\int_C \mathbf{\tau} \cdot \mathbf{V} \, ds = \left( \tau_{xy} \frac{\partial \nu}{\partial x} + \tau_{yx} \frac{\partial \nu}{\partial y} + \frac{\partial \tau_{xy}}{\partial x} \nu + \frac{\partial \tau_{yx}}{\partial y} \nu \right) d\nu
\]

\[
= \mu \left( \frac{\partial \nu}{\partial x} + \frac{\partial \nu}{\partial y} \right) \frac{\partial \nu}{\partial x} + \frac{\partial \nu}{\partial y} \right) d\nu
\]

\[
+ \left[ \frac{\partial \nu}{\partial x} \mu \left( \frac{\partial \nu}{\partial x} + \frac{\partial \nu}{\partial y} \right) + \frac{\partial \nu}{\partial x} \mu + \frac{\partial \nu}{\partial y} \mu \right] d\nu
\]

(4.24)

1) The first term on the right hand side in equation (4.24) yields the relation as the below.

\[
= \mu \left( \frac{\partial \nu}{\partial x} + \frac{\partial \nu}{\partial y} \right) \frac{\partial \nu}{\partial x} + \frac{\partial \nu}{\partial y} \right) d\nu = \mu \left( \frac{\partial \nu}{\partial x} + \frac{\partial \nu}{\partial y} \right) d\nu
\]

\[
= \mu \sum_i \sum_j \left( \frac{\partial v_i}{\partial x_i} + \frac{\partial v_i}{\partial x_j} \right) d\nu
\]

(4.25)

2) The second term on the right hand side in equation (4.24) yields the relation as the below.

\[
= \mu \left[ \frac{\partial}{\partial x} \left( \frac{\partial v}{\partial x} + \frac{\partial v}{\partial y} \right) \nu + \frac{\partial}{\partial y} \left( \frac{\partial v}{\partial x} + \frac{\partial v}{\partial y} \right) \nu \right] d\nu
\]

\[
= \mu \sum_i \sum_j \frac{\partial}{\partial x_i} \left( \frac{\partial v_i}{\partial x_i} + \frac{\partial v_i}{\partial x_j} \right) V_j d\nu
\]

(4.26)

All fluid work due to the normal and shear stresses applied to the control volume can be arranged as the follows where \( i \) and \( j \) satisfy the relation of \( i \neq j \) and \( i, j = x, y \).
\[ \int_c \sigma_n V \cdot ds + \int_c \tau \cdot V \, ds \]

\[ = \left\{ 2\mu \left[ \left( \frac{\partial u}{\partial x} \right)^2 + \left( \frac{\partial v}{\partial y} \right)^2 \right] \right\} + \mu \sum_i \sum_j \left( \frac{\partial v_i}{\partial x_i} \right)^2 + \mu \sum_i \sum_j \frac{\partial}{\partial x_i} \left( \frac{\partial v_i}{\partial x_i} + \frac{\partial v_i}{\partial x_j} \right) V_j \right\} dxdy \quad (4.27) \]

Finally, the viscous fluid work terms are defined as the follows.

1) Viscous dissipation

\[ \mu \Phi = -\mu \left[ 2 \sum_i \left( \frac{\partial v_i}{\partial x_i} \right)^2 + \sum_i \sum_j \left( \frac{\partial v_i}{\partial x_i} + \frac{\partial v_i}{\partial x_j} \right)^2 \right] dxdy \quad (4.28) \]

2) Viscous work

\[ W_{vis} = -\mu \sum_i \sum_j \frac{\partial v_i}{\partial x_i} \left( \frac{\partial v_i}{\partial x_j} \right) V_j \ dxdy \quad (4.29) \]

Figure 4.4 Schematic diagram of shear stress components applied to control volume
4.4 System governing equations influenced by fluid flow

If heat transfer rate is influenced by fluid flow in 2D thermal system, conservation of thermal energy should include a certain amount of work done by the system against fluid flow as the given below.

\[ \dot{E} = \dot{Q} - \dot{W} \tag{4.30} \]

\(\dot{E}\) is the sum of the net transfer of energy by fluid flow and the rate of energy stored in the system. \(\dot{Q}\) is the sum of the net heat transfer by conduction and the rate of heat generation, \(\dot{W}\) is the net work done by the system. The rate of work can be equivalent to the sum of shaft, normal, shear, and other work. Assuming that shaft and other work are negligible, the total work done by the system results in the sum of the normal and shear work as in equation (4.31).

\[ W = \int_C \sigma_n \mathbf{V} \, ds + \int_C \mathbf{r} \cdot \mathbf{V} \, ds = \mu \Phi + W_{vis} \tag{4.31} \]

\(\dot{E}\) can be re-expressed assuming that there are moving particles in the fluid, and the details are described as the below.

\[ \dot{E} = \frac{dE}{dt} = \frac{\partial}{\partial t} \int_A \rho e \, dA + \int_C \rho e \mathbf{V} \, ds \tag{4.32} \]

The first term on the right hand side can be rearranged using the definition of enthalpy \(h = e + pv\) and the relation of \(\frac{Dp}{Dt} = u \frac{\partial p}{\partial x} + v \frac{\partial p}{\partial y} + \frac{\partial p}{\partial t} \).

\[ \frac{\partial}{\partial t} \int_A \rho e \, dA = \frac{\partial (\rho e)}{\partial t} \, dxdy = \frac{\partial}{\partial t} \left( \rho \left( h - \frac{p}{\rho} \right) \right) \, dxdy \]

\[ = \frac{\partial (\rho h)}{\partial t} \, dxdy - \frac{\partial p}{\partial t} \, dxdy \]

\[ = \frac{\partial (\rho h)}{\partial t} \, dxdy - \left[ \frac{Dp}{Dt} - \left( u \frac{\partial p}{\partial x} + v \frac{\partial p}{\partial y} \right) \right] \, dxdy \]

\[ = \frac{\partial (\rho h)}{\partial t} \, dxdy - \frac{Dp}{Dt} \, dxdy + (\mathbf{V} \cdot \nabla p) \, dxdy \tag{4.33} \]
As a result of that,

\[
\dot{E} = \frac{\partial}{\partial t} \int_A \rho e \, dA + \int_C \rho e \mathbf{V} \, ds
\]

\[
= \frac{\partial (\rho h)}{\partial t} \, dxdy - \frac{\partial p}{\partial t} \, dxdy + \left[ (\mathbf{V} \cdot \nabla p) \, dxdy + \int_C \rho e \mathbf{V} \, ds \right] \quad (4.34)
\]

In order to arrange the second term in the “[ ]”, the relation of equation (4.35) must be used.

\[
\int_C \rho \mathbf{V} \, ds = \left[ (p + \frac{\partial p}{\partial x}) \left( u + \frac{\partial u}{\partial x} \right) - (p - \frac{\partial p}{\partial x}) \left( u - \frac{\partial u}{\partial x} \right) \right] \, dy
\]

\[
+ \left[ (p + \frac{\partial p}{\partial y}) \left( v + \frac{\partial v}{\partial y} \right) - (p - \frac{\partial p}{\partial y}) \left( v - \frac{\partial v}{\partial y} \right) \right] \, dx
\]

\[
= \left( \frac{\partial u}{\partial x} + \frac{\partial p}{\partial x} \right) \, dxdy + \left( \frac{\partial v}{\partial y} + \frac{\partial p}{\partial y} \right) \, dxdy
\]

\[
= p(\nabla \cdot \mathbf{V}) \, dxdy + (\nabla p \cdot \mathbf{V}) \, dxdy \quad (4.35)
\]

By the relation of \( \nabla \cdot \mathbf{V} = 0 \) for incompressible flow, equation (4.35) is expressed as the below.

\[
\int_C \rho \mathbf{V} \, ds = \left( u \frac{\partial p}{\partial x} + v \frac{\partial p}{\partial y} \right) \, dxdy = (\nabla \cdot \mathbf{V} p) \, dxdy \quad (4.36)
\]

Therefore, the second term in equation (4.34) can be replaced using equation (4.36).

\[
\left[ (\mathbf{V} \cdot \nabla p) \, dxdy + \int_C \rho e \mathbf{V} \, ds \right] = \int_C \rho \mathbf{V} \, ds + \int_C \rho \mathbf{V} \, ds
\]

\[
= \int_C \rho \mathbf{V} \, ds + \int_C \rho \left( h - \frac{p}{\rho} \right) \mathbf{V} \, ds
\]

\[
= \int_S \rho h \mathbf{V} \, ds \quad (4.37)
\]

If we consider the change in enthalpy through the control volume,

\[
\int_S h \mathbf{V} \, ds
\]

\[
= \left[ \left( \rho h + \frac{\partial \rho h}{\partial x} \right) \left( u + \frac{\partial u}{\partial x} \right) - \left( \rho h - \frac{\partial \rho h}{\partial x} \right) \left( u - \frac{\partial u}{\partial x} \right) \right] \, dy
\]

\[
+ \left[ \left( \rho h + \frac{\partial \rho h}{\partial y} \right) \left( v + \frac{\partial v}{\partial y} \right) - \left( \rho h - \frac{\partial \rho h}{\partial y} \right) \left( v - \frac{\partial v}{\partial y} \right) \right] \, dx
\]

\[
= \left( \rho h \frac{\partial u}{\partial x} + \frac{\partial \rho h}{\partial x} \right) \, dxdy + \left( \rho h \frac{\partial v}{\partial y} + \frac{\partial \rho h}{\partial y} \right) \, dxdy \quad (4.38)
\]
If we combine all equations from (4.34) to (4.38) and rearrange them,

\[
\dot{E} = \frac{\partial}{\partial t} \int_A \rho e \, dA + \int_C \rho e \, \mathbf{V} \, ds \\
= \frac{\partial (\rho h)}{\partial t} \, dx \, dy - \frac{\partial p}{\partial t} \, dx \, dy + \left( \rho h \frac{\partial u}{\partial x} + \frac{\partial p}{\partial x} \right) \, dx \, dy + \left( \rho h \frac{\partial v}{\partial y} + \frac{\partial p}{\partial y} \right) \, dx \, dy \\
= \left[ \frac{\partial (\rho h)}{\partial x} \, u + \frac{\partial (\rho h)}{\partial y} \, v \right] \, dx \, dy - \frac{\partial p}{\partial t} \, dx \, dy + \rho h \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) \, dx \, dy \\
= \left( \frac{\partial p \rho h}{\partial t} - \frac{\partial p}{\partial t} \right) \, dx \, dy
\] (4.39)

Finally, conservation of energy in fluid is expressed as the follows.

\[
\dot{E} = \dot{Q} - \dot{W} \\
\frac{\partial \rho h}{\partial t} \, dx \, dy = \frac{\partial p}{\partial t} \, dx \, dy + \dot{Q} + \mu \Phi + \dot{W}_{vis}
\] (4.40)

1) \(\dot{Q}\) in equation (4.40) is the sum of the net heat conduction and heat generation.

\[
\dot{Q} = \dot{E}_k + \dot{E}_g
\] (4.41)

2) \(\dot{E}_k\), the rate of total conduction rate through the system, and can be expressed as the below using Fourier’s law. \(\dot{E}_g\) is the applied heat generation rate.

\[
\dot{E}_k = (q_x + q_y) - (q_{x+dx} + q_{y+dy}) = - \left( \frac{dq_x}{dx} \, dx + \frac{dq_y}{dy} \, dy \right) \\
= \left[ \frac{\partial}{\partial x} \left( k \frac{\partial \tau}{\partial x} \right) + \frac{\partial}{\partial y} \left( k \frac{\partial \tau}{\partial y} \right) \right] \, dx \, dy = k \left( \frac{\partial^2 \tau}{\partial x^2} + \frac{\partial^2 \tau}{\partial y^2} \right) \, dx \, dy
\] (4.42)

\[
\dot{E}_g = \dot{q} \, dx \, dy
\] (4.43)
Chapter 5 Effect of melt dynamics

5.1 Laser welding process modeling

The prior material selection was used to investigate the effect of generalized welding parameters relevant to the thermo-fluid mechanism during this laser welding study. Eliminating the metallurgical difficulties associated with most alloys, the determined material properties had an advantage of full concentration on how the molten material flow influenced the formation of the melt pool. Briefly, the fundamental studies on the melt pool heat transfer mechanism were useful for understanding how fluid circulation was related to the weld pool shape and the evolving residual stresses.

The effect of thermal energy transfer in fluid was investigated using a simple 2D plane in ANSYS. The 2D model was very small since the laser was assumed to target on a small spot with the radius of 0.4 mm. The geometries for the 2D cross-section model were a length of 10 mm and a height of 1.2 mm as shown in Figure 5.1. The height was the thickness of the plate, and it varied from 1.2 mm to 2.0 mm according to the laser heat intensity. A fast mode simulation showed that a thin plate exhibited the melt penetration with relatively low laser intensity, but the thicker plate required higher laser power to observe the melt penetration.

In order to increase the simulation accuracy, the elements around melt penetration had extremely fine mesh, a size of 0.4 µm, which was 10 times smaller than the radius of the laser beam. The infinitesimal meshing sizes in Figure 5.2 were extended to the melting areas and expected heat affected zone (HAZ). The HAZ was assumed to be within a horizontal distance of 2 mm away from the heat source center.

The laser heat source was assumed to have its pass normal to the cross-section model. The heat source was given as a function of time to simulate the transient moving heat source, and
the intensity varied by the heat distribution factor $m$. The welding simulations resulted in that the melt formed a wide pool with no penetration if $m < 1$. Moreover, much higher laser intensity was necessary to yield melt penetration if $m > 1$ due to the concentration of the heat density only at the core of the laser beam. The factor was proportional to the depth of the melt pool; however, the influence was unstable and it could be replaced by the proper control of heat intensity. As a result, the variation of $m$ seemed not important to the pool formation, and several fast-run simulations were optimized well with $m = 1$ for the melt penetration.

![Finite element mesh for 2D cross-section model](image1)

**Figure 5.1** Finite element mesh for 2D cross-section model

![Application of fine meshing around the area where melt penetration was expected](image2)

**Figure 5.2** Application of fine meshing around the area where melt penetration was expected
On the other hand, the proposed heat source models, e.g., a heat source with multiple error functions and constant value, described in the earlier chapter also exhibited instability similar to the use of the variable distribution factors. Therefore, the research was based on the Gaussian heat distribution model with the distribution factor \( m = 1 \) for the heat source modeling.

An effect of heat approaching to or leaving the cross-section was expected in the boundary of laser heat source model as in Figure 5.3 since the original disk heat density function had a circular distribution of heat on the x-z plane. As a result, the second term in the exponential of equation (5.1) was properly modified to be adequate to the heat source moving.

\[
\dot{q} = q_0 \cdot \exp \left[ -\left( \frac{x^2}{r_0^2} \right) \right] \cdot \exp \left[ -\left( \frac{(v_t - r_0)^2}{r_0^2} \right) \right]
\]

(5.1)

The welding simulation results were arranged in relation to the formation of the hourglass mode. A criterion for evaluating simulation results was recommended to compare one with other sets of simulation results. The selected criterion was a simulation done on the plate thickness of 1.2 mm with the laser intensity of \( 3.58 \times 10^{10} \) W/m\(^2\) since the diversification of the pool formation was uncertain to clearly explain what was the critical factor to determine its shape due to the combined effects of the welding parameters, e.g., heat intensity and welding velocity.
5.2 Hourglass mode welding

It was first assumed that the effects of surface tension and recoil pressure resulted in the formation of deep melt penetration towards the opposite side of the base metal. The first trial was made based on the following welding parameters:

1) Laser intensity of $3.58 \times 10^{10}$ W/m$^2$

2) Welding velocity of 100 mm/s

The shape of the melt pool after penetration is shown in Figure 5.4. The molten iron forms a top and bottom wide melt pool due to the effect of surface tension on the both top and bottom melt surface layers. With the laser intensity of $3.58 \times 10^{10}$ W/m$^2$, the shape of the melt pool was vertically well-balanced when comparing the widths of the top and bottom layers. In Figure 5.4, the area in red is in the liquid phase, and the temperatures are in the range between the melting and boiling points of pure iron. This red colored region represents an expected final weld shape after the melt cools down to room temperature.

![Figure 5.4 Temperature distribution of hourglass: intensity of $3.58 \times 10^{10}$ W/m$^2$ and velocity of 100 mm/s](image-url)
Figure 5.5 is the velocity profile relevant to the temperature distribution of Figure 5.4. The maximum velocities of 0.066 m/s were observed at the both top and bottom surface layers, and the use of Reynold’s analogy, $Re = \frac{\rho v r_0}{\mu}$, provided a dimensionless number of 42.6. Since the surface tension widens the pool pulling the melt outwards, its dynamics have resulted in hourglass welding mode. The areas in blue, which are of circular pattern in Figure 5.5, represent immobility of the melt, and the melt is assumed to be stagnant due to the counter balance of the two separate major circulation paths from the top and bottom flows. In the right hand side of Figure 5.5, which is all in blue, it is assumed that the iron is not yet melted; therefore, the region exhibits no fluid flow.

A transient result during melt penetration is shown in Figure 5.6. The area in grey is the iron in the gas phase, and the downward velocities evidence the existence of recoil pressure. The
recoil pressure promotes the melts to drill the way downward, and the velocity at the melt front has the maximum of 0.0797 m/s. The evaporation of the melt is responsible for the excessive pressure work along the path of melt penetration; therefore, surface tension at the top melt layer seems less effective to widen the pool during the melt penetration. Graphical displays explaining the effect of heat dissipation are provided in Figure A.1, Appendix A, for the description of the temperature and fluid velocity profiles.

Figure 5.6 Temperature distribution and velocity profile of melt penetration with laser intensity of $3.58 \times 10^{10}$ W/m$^2$ and welding velocity of 100 mm/s
5.3 keyhole mode welding

Figure 5.7 Temperature distribution and velocity profile of melt penetration with laser intensity of $2.387 \times 10^{10}$ W/m² and welding velocity of 100 mm/s

Keyhole mode had a tendency to follow the melt penetration similar to that of hourglass mode, but insufficient heat supply has resulted in lack of penetration instead of an absolute boring path. This computational laser welding process was markedly heat sensitive; therefore, less heat intensity induced no full penetration of the melt as shown in Figure 5.7. The laser intensity used was $2.387 \times 10^{10}$ W/m² and welding velocity was 100 mm/s² for this keyhole mode.
In order to verify of the effect of recoil pressure and surface tension on a melt depth, a plate which has a thickness of 2.0 mm was modeled. As the thicker plate might require more heat for full penetration, the intensity about twice as high as that used in 1.2 mm keyhole mode were applied. The welding velocity was the same as 100 mm/s, and the laser intensity was $5.968 \times 10^{10}$ W/m². As in Figure 5.8, the simulation resulted in no full penetration but indicated that the thicker plate exhibited better description of the melt penetration.
5.4 Evolution of keyhole mode in melt penetration

Iron is about to melt when the laser heat source is approaching the cross-section since the heat density is proportional to the radial distribution of a basic planar disk heat source model. Upon the welding velocities, the melt can be observed before the heat source approaching due to the consideration of the circular heat source moving. Since a welding process with a velocity of 100 mm/s is usually considered as a fast mode welding, this laser welding study requires an extremely small time step to measure the change in melt pool shape. The time steps selected in Figure 5.9 are equivalent to the time at 0.5, 1, 1.5, and 2 ms respectively, and the figures...
represent the evolution of the melt pool in its initial stage. The area in grey is the iron in its gas phase above the boiling temperature, and the growth of the area seems responsible for the increase in recoil pressure inside the melt pool. In its initial stage of melt penetration, the melt is ready to penetrate down in the direction parallel to the laser application due to a sudden pressure increase at the melt front.

![Figure 5.11 Effect of recoil pressure during melt penetration at different time steps: 5 and 15 ms](image)

Beyond the initial stage of melt formation, the penetration propagates down further according to the continuous pressure increase in the melt pool. Laser induced thermal energy keeps influencing the melt to vaporize, thus the rapid evaporation increases the amount of the vapor trapped in the melt pool. As the generation of the vapor is continued in a short period of time, the recoil pressure stimulates the melt to penetrate vigorously as shown in Figure 5.11.

The melt is continuously influenced by the rate of heat transfer through the base metal when the cooling cycle is about to begin with a leaving heat source. Figure 5.12 represents the effect of heat transfer during the cooling cycle. The melt stops penetrating downwards with a decrease in evaporation rate, and the melt starts widening the pool horizontally due to the melt
surface tension. The melt widens the pool width along with the process of penetration, but the major expansion of the pool comes sequentially after the penetration is completed.

The melt evolution is therefore substantially dependent on the relation between recoil pressure in the pool and surface tension on its surface layer. The vertical penetration and horizontal expansion of the melt happen at the same time in real welding dynamics, but the most effectiveness is assumed not to occur simultaneously.

Figure 5.12 Effect of surface tension after melt penetration at different time steps: 20, 25, 30, and 35 ms
5.5 Effect of surface tension on melt pool formation

A surface tension vector tends to be heading towards the direction from the higher to the lower temperature level. Therefore, surface tension in welding is dependent on the relative energy level comparing where the melt is at lower temperatures since surface tension is proportional to the temperature gradient in the direction of increasing slope. A simple meaning is that the higher
surface tension is available at lower temperature, and the direction of tension faces horizontally to the lower temperature. Basic color comparison in Figure 5.13 provides the hottest area which is the center colored in grey. Therefore, the tension raises the magnitude along the direction towards the region in blue. The right hand side of the red on the melt surface collects the highest tension profile as surface tension is valid only in the liquid phase. That is how the tension pushes the melt outwards to widen the width of the pool.

The effect of surface tension was the primary interest in the beginning of this study. Melt penetration could be well observed with increasing laser intensity, but the intensity elevation was not meaningful for the welding phenomena in terms of widening the pool width. A case study without surface tension has been investigated to understand the effect of surface tension on melt pool formation. Figure 5.13 brings two different simulation results to analyze what causes the melt pool to expand. Figure 5.13 is the comparison between the two laser welding processes during the melt penetration:

1) The top profile is the capture of the normal temperature contour with surface tension and recoil pressure

2) The bottom profile is the image captured with no surface tension.

The width difference was clearly noticeable, and the width difference $\Delta w$ was about 0.16 mm, approximately equivalent to one-third of the radius of the laser beam. The simulation results indicated that the effect of surface tension on melt formation was substantial since the laser intensity and welding velocity were identical.

Figure 5.14 shows the comparison of the expected final weld widths due to the existence of surface tension. The width difference was also apparent, and $\Delta w$ was approximately 0.08 mm. The difference in relation to the usual case is about 10% reduction in pool width since the usual
melt indicates the width of 0.84 mm, and this is twice larger than the radius of the laser beam. The percentage difference in melt pool width is highly dependent on welding parameters, thus it is less efficient to quantify the relationship between surface tension and pool width. However, the result shows that the surface tension has a substantial effect on lengthening the pool width.

Figure 5.14 Differences in melt pool width due to surface tension with laser intensity of \(3.58 \times 10^{10}\) W/m² and welding velocity of 100 mm/s
5.6 Effect of recoil pressure on melt pool formation

Figure 5.15 Differences in melt pool width due to recoil pressure with laser intensity of $3.58 \times 10^{10}$ W/m$^2$ and welding velocity of 100 mm/s

In order to understand the effect of recoil pressure on the formation of the melt pool, a case study without recoil pressure has also been investigated. Figure 5.15 is prepared for the comparison between the two laser welding processes:
1) The top profile is the capture of the temperature contour with recoil pressure and surface tension

2) The bottom profile is the image captured with no recoil pressure.

The width difference is noticeable, and \( \Delta w \) is approximately 0.2 mm. The simulation results indicated that the effect of no recoil pressure during the melt penetration was remarkable when comparing the results with a case study of no surface tension. Zero recoil pressure exhibited larger elongation of the melt width since the major pool dynamics are induced by only surface tension rather than others.

However, Figure 5.16 may require more sophisticated explanation about the melt dynamics because of much wider melt surface. In this study, a physical factor to motivate fluid flow would be surface tension if recoil pressure is invalid. As laser induced rapid heat transfer is related to the vaporization in the melt pool, vigorous iron vaporization rate causes an increase in melt pool pressure which has to be well balanced with the atmospheric pressure. Therefore, the pressure balance forces the vaporized iron to escape from the dense pool area to a sparse region. This escaping process is assumed to be extremely active, thus the melt pool with lack of penetration tries to find another way to emit the pressurized iron vapor. That is why keyhole mode, of which thermal energy is high but insufficient for full penetration, has a relatively deep and narrow hole downwards but very wide top area near the pool surface. The wide top is expected for the evidence of the escaping process.

An expected final weld width due to no recoil pressure is in Figure 5.16. The width difference is clearly noticeable, and \( \Delta w \) was approximately 0.36 mm. The difference in relation to the prior “with recoil pressure” case results in about 42% increase of the pool width since the original melt indicated the width of 0.84 mm. The percentage difference in the pool width is
highly dependent on welding parameters. Hence it is less efficient to quantify the relationship between surface tension and pool width. However, the result shows that the surface tension has a substantial effect on lengthening the pool width.

Figure 5.16 Differences in melt pool width due to recoil pressure with laser intensity of $3.58 \times 10^{10}$ W/m² and welding velocity of 100 mm/s
5.7 Effect of welding parameters on melt size and residual stresses

A set of simulations have been compared to understand how the size/shape of the melt pool was influenced by the change in welding parameters. Table 5.1 provides the lists to perform several welding cases varying the welding velocity. The laser intensity was fixed at $3.58 \times 10^{10}$ W/m$^2$, and the only variation was the velocity. In the beginning of the test, the melt was assumed to penetrate a base metal to form a well-balanced hourglass pool, and a set of 100 mm/s and $3.58 \times 10^{10}$ W/m$^2$ brought the shape required for hourglass. With the initial set of hourglass mode, the depth and the width of the melt pool were measured while the welding velocities were gradually increased.

<table>
<thead>
<tr>
<th>Thickness</th>
<th>Welding velocity</th>
<th>Laser intensity</th>
<th>$\frac{1}{2}$ width</th>
<th>Depth</th>
<th>$\Delta d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2 mm</td>
<td>100 mm/s</td>
<td>$3.58 \times 10^{10}$ W/m$^2$</td>
<td>0.88 mm</td>
<td>1.2 mm</td>
<td>0 mm</td>
</tr>
<tr>
<td>1.2 mm</td>
<td>120 mm/s</td>
<td>$3.58 \times 10^{10}$ W/m$^2$</td>
<td>0.84 mm</td>
<td>1.2 mm</td>
<td>0 mm</td>
</tr>
<tr>
<td>1.2 mm</td>
<td>140 mm/s</td>
<td>$3.58 \times 10^{10}$ W/m$^2$</td>
<td>0.68 mm</td>
<td>1.2 mm</td>
<td>0 mm</td>
</tr>
<tr>
<td>1.2 mm</td>
<td>160 mm/s</td>
<td>$3.58 \times 10^{10}$ W/m$^2$</td>
<td>0.64 mm</td>
<td>1.08 mm</td>
<td>0.12 mm</td>
</tr>
<tr>
<td>1.2 mm</td>
<td>180 mm/s</td>
<td>$3.58 \times 10^{10}$ W/m$^2$</td>
<td>0.56 mm</td>
<td>0.92 mm</td>
<td>0.28 mm</td>
</tr>
<tr>
<td>1.2 mm</td>
<td>200 mm/s</td>
<td>$3.58 \times 10^{10}$ W/m$^2$</td>
<td>0.52 mm</td>
<td>0.84 mm</td>
<td>0.36 mm</td>
</tr>
</tbody>
</table>

Table 5.1 List of simulation set for welding velocity variation at constant heat intensity

The simulation results are graphically displayed in Figure 5.17. The x- and y-axis values are non-dimensional width and penetration thickness. The original units of measurement are [mm], and the measurements are expressed dimensionless. $\Delta w$ is a measure of distance from the center to where the melt is in the liquid phase. $\Delta d$ represents a not-yet-melted vertical distance from the top to the bottom layer. If $\Delta d$ is equal to zero, the melt penetrates a base metal fully.
Figure 5.17 shows that insufficient heat accumulation results in the decrease in the width and depth of the melt pool. It is assumed that the cross-section area did not collect enough thermal energy with increasing welding velocity since a fast welding process prevents heat from staying longer in the desired spot.

Another set of simulations were performed to measure the distribution of residual stresses on 1.2 mm and 2.0 mm thick plates varying laser heat intensity in the range of $1.79 \times 10^{10}$ W/m$^2$ to $5.96 \times 10^{10}$ W/m$^2$. The welding velocity remained constant, thus the results presented the effect of laser intensity variation. The stress profiles are given in Figure 5.18, and the individual contour profiles are in Appendix A as listed in Table 5.2. Reading the profiles, the peaks of the maximum residual stresses are shifted with increasing laser intensity. As the melt pool can expand more with increasing laser intensity, one possibility of the stress shifting can be related to the fluidity of melt. The melt with sufficient energy is able to flow wider due to the increase in temperature dependent surface tension which drags the melt towards the not-yet-melted region. Hence we may assume the sufficient intensity can require longer solidification. However, the profiles in Figure 5.18 were only measured with insufficient cooling time due to the computational limits; therefore, there will be no direct way to predict the final distribution of residual stresses.

<table>
<thead>
<tr>
<th>Thickness</th>
<th>Welding velocity</th>
<th>Laser intensity</th>
<th>Fig. No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2 mm</td>
<td>100 mm/s</td>
<td>$1.79 \times 10^{10}$ W/m$^2$</td>
<td>A.2</td>
</tr>
<tr>
<td>1.2 mm</td>
<td>100 mm/s</td>
<td>$2.38 \times 10^{10}$ W/m$^2$</td>
<td>A.3</td>
</tr>
<tr>
<td>1.2 mm</td>
<td>100 mm/s</td>
<td>$2.98 \times 10^{10}$ W/m$^2$</td>
<td>A.4</td>
</tr>
<tr>
<td>1.2 mm</td>
<td>100 mm/s</td>
<td>$3.58 \times 10^{10}$ W/m$^2$</td>
<td>A.5</td>
</tr>
<tr>
<td>2.0 mm</td>
<td>100 mm/s</td>
<td>$5.96 \times 10^{10}$ W/m$^2$</td>
<td>A.6</td>
</tr>
</tbody>
</table>

Table 5.2 List of simulation set for laser intensity variation at constant welding velocity
Figure 5.17 Differences in melt pool width due to recoil pressure with constant laser intensity of $3.58 \times 10^{10}$ W/m$^2$ and welding velocity in the range of 100 mm/s to 200 mm/s

Figure 5.18 Differences in distribution of residual stresses with variable laser intensities at constant welding velocity of 100 mm/s
5.8 Dimensionless numbers and width of melt pool

Figure 5.19 Reynolds’ number vs. dimensionless width of melt pool with plate thickness of:
1) left: 1.2 mm, and 2) right: 2.0 mm

Figure 5.20 Péclet number vs. dimensionless width of melt pool with plate thickness of:
1) left: 1.2 mm, and 2) right: 2.0 mm

Figure 5.21 Marangoni number vs. dimensionless width of melt pool with plate thickness of:
1) left: 1.2 mm, and 2) right: 2.0 mm
Two different plates of thickness 1.2 and 2.0 mm were used to compare dimensionless numbers e.g., \( Re, Pe, \) and \( Ma \), with a normalized pool width, \( w/L \). The characteristic length \( L \) was introduced to replace the actual pool size with \( w/L \). The two plates were examined with various welding velocities and laser intensities. The set of comparisons described that the change in dimensionless parameters had a close relation with \( w/L \) while generating a continuous correlation curvature path. Sampling velocity and laser intensity were selected depending on the shape of the melt pool. The laser intensity was chosen when the melt formed a well-balanced hourglass shaped pool as shown in Figure 5.4; the velocity was obtained at the top melt surface layer. In Figures 5.19 through 5.21, a plate thickness of 1.2 mm shows all the dimensionless numbers are well converged into a single curvature only with a slight deviation. In contrast, a thickness of 2.0 mm exhibits no such conversions. Data fitting however resulted in the relation between the dimensionless numbers and normalized width, and the changing tendency was predictable following the curvatures in all figures. We may assume the laser welding requires restrictions on the thickness of a plate to increase reliability when using dimensionless numbers.

Buoyancy was treated with no great circumspection in this research since gravitation was assumed to be a negligible effect on laser welding of thin metal sheets; however, Rayleigh number was computed to verify no significance of buoyancy driven flow. Material properties required for Rayleigh number was evaluated at the film temperature, which was the average temperature on the melt surface and ambient air temperatures.

\[
Ra = \frac{g \beta}{\nu \alpha} \cdot (T_S - T_\infty) \cdot L^3 = \frac{g \beta^2 c_p \nu}{\mu k} \cdot (T_S - T_\infty) \cdot L^3 = 0.0954 \quad \text{(5.2)}
\]

Equation (5.2) is the result of Rayleigh analogy with a profile associated with Figure 5.4 where \( \beta \) is the coefficient of thermal linear expansion (\( \alpha_L \)) and \( \alpha \) is the thermal diffusivity. \( Ra \) is often a large number around \( 10^6 \) to \( 10^9 \) for most engineering purposes, heat energy transfer by natural convection mode seems less effective in this laser welding process.
5.9 Melt radiation and thermal conductivity

In an earlier chapter, thermal conductivity of pure iron was modified for the linearized radiation heat transfer at the liquid-gas boundary. If multiple internal reflections of radiation were expected during melt penetration, an increase in $k_r$ which was proportional to the rate of radiation by the use of impinging jet convection, could be much higher than the estimates. Assuming that an arbitrary increase in the thermal conductivity was allowable to compensate the amount of energy gain by multiple reflections, the thermal conductivity over the boiling point could have a fictitious increment by several orders of magnitude as shown in Figure 5.22. The laser intensity of $3.58 \times 10^{10} \text{ W/m}^2$ and the welding velocity of 100 mm/s were selected for the comparison of the results between one using the predetermined thermal conductivity and the other with an arbitrary increase in the profile.

![Figure 5.22 Fictitious increments in thermal conductivity as a function of temperature degrees in Kelvin](image)
The fictitious case exhibits no significant changes when its temperature distributions are compared with the predetermined case as shown in Figure 5.23. The widths of melt pools which are measured after melt penetration are identical as displayed. The comparisons during the melt penetration also show similar graphical results, and the temperature distributions are provided in Appendix A, Figure A.7.
Figure 5.23 shows that the thermal conductivity associated with radiation above the boiling point does not have a great influence on the melt pool shape. Therefore, low carbon steel used in a laser welding study [4] was employed to verify how the change in thermal conductivity influences on the formation of the melt pool when it varies by the use of a different material. The thermal conductivity of low carbon steel has no modification for radiation internal reflections, and Figure 5.24 shows the thermal conductivities of the predetermined set and the low carbon steel. The difference between two sets of the thermal conductivities is clearly noticeable in their initial stages. Figure 5.25 is the corresponding results measured at 30 ms, the same time step used for a measure of Figure 5.23. The temperature contour shows how the initial difference of thermal conductivity influences the overall temperature distribution of the melt pool. The combination of the laser intensity and welding velocity used for low carbon steel results in a process of “laser cutting” than laser welding since the pool has full of evaporated vapors along the path of penetration by the relatively low initial thermal conductivity profiles. As a result of that, the thermal conductivity in a range close to room temperature is assumed to be highly responsible for the overall temperature distribution during melt penetration.
Figure 5.24 Thermal conductivity of low carbon steel as a function of temperature degrees in Kelvin

Figure 5.25 Thermal conductivity of low carbon steel with no modification for radiation internal reflections measured at 30 ms with intensity of $3.58 \times 10^{10}$ W/m$^2$ and velocity of 100 mm/s
5.10 Elevation of residual stresses

Figure 5.26 Stress elevations in cooling with welding velocity of 100 mm/s and laser intensity of $1.79 \times 10^{10}$ W/m$^2$ on 1.2 mm thickness iron

Figure 5.27 Stress elevations during solidification with welding velocity of 133 mm/s and laser power of 2700 W on 0.64/1.2 mm thickness low carbon steel [4]
<table>
<thead>
<tr>
<th>Thickness</th>
<th>Welding velocity</th>
<th>Laser intensity</th>
<th>Laser power</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2 mm</td>
<td>100 mm/s</td>
<td>1.19×10^{10} W/m^2</td>
<td>-</td>
<td>ANSYS</td>
</tr>
<tr>
<td>0.64/1.2 mm</td>
<td>133 mm/s</td>
<td>-</td>
<td>2700 W</td>
<td>SYSWELD</td>
</tr>
</tbody>
</table>

Table 5.3 Welding parameters used in commercial codes ANSYS and SYSWELD

Figures 5.26 and 5.27 describe the distributions of the residual stresses in solidification of pure iron and low carbon steel using commercial codes ANSYS and SYSWELD respectively. Residual stresses which were measured for a simulation in ANSYS were not obtained with sufficient solidification time to cool the weld down to room temperature, but another set measured in SYSWELD was based on relatively enough solidification time. As shown in Figure 5.27, the fusion joining of different plate thickness resulted in symmetric stress distribution.

All the stress results were a use of Von Mises criterion, and both cases collected similar stress elevation near the weld joint. ANSYS yielded a maximum residual stress of 370 MPa at the weld joint. SYSWELD computed the residual stresses, and the average was in the range of 355 to 399 MPa. We are not able to compare both two results precisely due to the difference in solidification time and welding parameters, but results show “similar tendency of residual stress elevation” where heat source is applied.
5.11 Final weld shape

The simulation results were compared with an experimental observation investigated on a piece of a low carbon steel sheet having similarities on the geometries and mechanical properties. Laser butt welding has made the weld joint between 1.2 mm and 0.64 mm low carbon steel sheets, and the observation of the microstructure showed that final weld formed an hourglass shape at the interface of two plates. [4] The final weld shape through the simulation of hourglass mode laser welding is graphical compared with the experiment in Figure 5.28. The results clearly exhibit the existence of pool widening and pool penetration relevant to surface tension and recoil pressure respectively although there is a slight width difference between the results. As in Figure 5.28, we may assume that the shape/size of melt pool is highly dependent on melt dynamics associated with surface tension over the melting point and recoil pressure over the boiling point.

Figure 5.28 Results of numerical simulation compared with experiments [4]
Chapter 6 Conclusion

The early purpose of this study was to find an appropriate laser heat source model which was suitable for the hourglass melt penetration mode. The research focus was how to model the shape of heat source since the volumetric laser heat source, i.e. a conical heat source modeling with wide top and narrow bottom radii as shown in Figures 1.1 and 1.8, was not adequate to form an hourglass. During the literature surveys, however, it was clear that the old heat source models were no longer valid to explain laser induced melt penetration due to no consideration of melt flow and the modeling was apparently based on the experimental observations with no scientific evidence for welding mechanisms. Realizing insufficient theoretical approaches, a fundamental study on the thermo-fluid mechanisms was required to understand the formation of the melt pool. Therefore, the real purpose of this laser welding simulation has resulted in how the welding parameters were correlated with one another influencing the formation of the final weld shape.

Studying thermo-fluid dynamics was readily conducted to estimate a melt behavior in the molten pool. Navier-stokes equation was first employed to describe the melt flow assuming that melt was an incompressible viscous Newtonian fluid. As known that enormous heat energy was involved in laser welding, rapid solid to gas phase transformation was responsible for the melt drilling effect. Pressure was assumed to be one of the influences causing the melt to flow, thus the equilibrium in pressure required Clausius-Clapeyron equation to compute the rate of increase in melt evaporation. As a result, the rapid evaporation has led to a relation between the evaporation and the evaporation pressure, which was expected to be equivalent to the melt recoil pressure stimulating the melt to drill down further during laser welding. Recoil pressure was therefore of great interest to be associated with the vigorous melt penetration. As “hourglass” is a type of melt penetration named after its shape, surface tension was also equated to explain the melt widening
effect on its surface layer. A proper boundary condition was required to explain convection heat transfer on the melt surface. The existence of surface tension was the evidence that the surface tension could lower the thermal energy by convection heat transfer for its physical stability. A dimensionless parameter called the Marangoni number was employed to obtain the relation between the melt flow by surface tension and the consequent melt temperature gradient along the melt surface layer.

Non-dimensionalization is known as an effective way of expression to describe the overall influence of multiple variables when we cannot choose a specific variable. The physics of welding has included many uncertainties due to the fact that its phenomena were not that simple to be estimated by changing one single parameter. As well as the Marangoni number, Reynolds’s and Péclet numbers were therefore adopted to predict better control of the laser welding process in terms of forming hourglass melt penetration. As mentioned in an earlier chapter, the application of melt dynamics was based on the assumption that the melt flow had a great effect on the final shape of the melt. This laser welding simulation study has been performed through many trials and errors; therefore, the dimensionless parameters were finally obtained as a function of dimensionless width of the melt pool.

All the dimensionless numbers were measured at the top melt surface when the melt flow was stable enough. The melt velocities tended to increase or decrease gradually with better stability at an average pool velocity of 0.064 m/s after melt penetration. Hence, the velocity was collected at the point where the maximum velocity occurred in the cooling cycle. The characteristic length was approximated following the relation of $L = r_0$ where $r_0$ is the radius of laser beam. Similar to the first thought referred to in a laser welding study [16], the predetermined characteristic length remained constant during the study. In general, a geometrically invariable length is very useful to have results dimensionless for any purposes.
The effect of change in welding parameters has also been investigated during the structure analysis. The study was coupled thermo-fluid-structure analysis; hence, the results from structure analysis could be responsive to the parameter changes. However, the structure analysis has not been fully performed with reliable accuracy due to the limited computation resources. Welding velocity was relatively high compared to the classical arc welding numerical techniques. High speed welding requires extremely fine mesh around the heat affected zone and infinitesimal overall time steps in order not to lose any information of the temperatures which were also used for the application of temperature-dependent loads. As a result of that, most of the time steps were spent to observe the evolution of the melt pool rather than solidification. However, stress variation was measurable from the begging of laser welding, and the distribution of residual stresses was valuable to verify the effect of the melt flow on the stress elevation.

Finally, this laser welding study indicated that the melt flow had a significant effect on the final melt pool shape. Melt pool geometry was moreover indirectly related to the initial heat source shape because there was no predetermined heat density distribution to the depth direction unlike most heat source modeling. The use of the F.E. based numerical techniques obviously could save time and efforts mostly required for experiments along with fundamental studies on the melt pool heat transfer mechanism to understand the laser welding process and explain all of the relevant welding phenomena. The advantages and dedication of this study are considered as: 1) melt behavior can be predictable using numerical computation techniques, 2) melt width can be predictable using melt surface velocity, and 3) couple thermo-fluid-structure can provide better understand of laser welding.
Chapter 1


Chapter 2


Chapter 3


Appendix A

Figure A.1 Effect of heat dissipation on the melt dynamics with laser intensity of $3.58 \times 10^{10}$ W/m$^2$ and welding velocity of 100 mm/s
Figure A.2 Distribution of residual stresses on a plate thickness of 1.2 mm with laser intensity of $1.79 \times 10^{10}$ W/m$^2$ and welding velocity of 100 mm/s

Figure A.3 Distribution of residual stresses on a plate thickness of 1.2 mm with laser intensity of $2.38 \times 10^{10}$ W/m$^2$ and welding velocity of 100 mm/s
Figure A.4 Distribution of residual stresses on a plate thickness of 1.2 mm with laser intensity of $2.98 \times 10^{10}$ W/m$^2$ and welding velocity of 100 mm/s

Figure A.5 Distribution of residual stresses on a plate thickness of 1.2 mm with laser intensity of $3.58 \times 10^{10}$ W/m$^2$ and welding velocity of 100 mm/s
Figure A.6 Distribution of residual stresses on a plate thickness of 2.0 mm with laser intensity of $5.96 \times 10^{10}$ W/m² and welding velocity of 100 mm/s
Figure A.7 Temperature distribution comparisons between two different thermal conductivity sets: measured during melt penetration with intensity of $3.58 \times 10^{10}$ W/m$^2$ and velocity of 100 mm/s
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