


low as when complementarity is at its lower levels.

Figure 3.3: Complementarity at 1.25 VS Normalized Focusing at 1.25

Complementarity volumes(Å3) at 1.25(kT/e) versus normalized focusing
volumes(Å3) at 1.25(kT/e)

Figure 3.3 illustrates the relationship between normalized focusing and comple-

mentarity at level 1.25(kT/e), the other graph at 5.00 is in the appendix figure 2.

Normalized focusing is limited focusing in figure 3.2 divided by the RNA volume.

The point of normalized focusing is to compare complementarity to the quantity of

focusing without being biased by how big the RNA molecule is. The desired effect

is produced since the data is more spread out across the vertical axis rather than

all being clustered along the bottom when compared with some of the very large

focusing volumes observed in figure 3.2.

The normalized focusing data in figure 3.3 indicates that RNA structures other

than larger RNA molecules exhibit a linearly increasing relationship between focus-

ing and complementarity. Had we not shown this graph one might speculate that

the linear trend is only the result of increasingly large RNA molecules creating in-

creasingly large volumes of both potential and limited focusing. Once again here we

see the data suggest that when complementarity is low, in general focusing is also

low.

Figure 3.4 shows the chunky focusing region relative to complementarity. The

other graph at 5.00 is in the appendix figure 3, but they both show the same values
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Figure 3.4: Complementarity at 1.25 VS Chunky Focusing

Complementarity volumes(Å3) at 1.25(kT/e) versus chunky focusing volumes(Å3)

for focusing along the vertical axis, only complementarity along the horizontal axis

changes. Recall here that the chunky focusing region does not include the negative

isopotential contour of the RNA that was part of the calculation of focusing in the

other two graphs, 3.3 and 3.2. This absence of the negative potential region means

that the positive linear trend is not dependent on the increasing value of the negative

isopotential volume around RNA as it may have been in the first two. The linear

trend on this graph also suggests that complementarity does seem to increase as

focusing increases. Of course the correlation coefficient, r2 in the legends, is quite

low, so the association between the two is far from ideal for a confident correlation.

The other graphs in the appendix section .1 do all also have a positive linear

trend between complementarity and focusing in a very similar way with the above

graphs. But due to the nature of how we calculated complementarity the other

graphs have the data being increasingly clustered to the lefthand side of the graph.

In the case of chunky focusing this makes sense since the values of chunky focusing

do not change across the graphs, but the complementarity gets generally smaller,

with a few outliers that push everything to the left. But Even despite the clustering

of the points on the left with the other graphs, there is still a positive trend.
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3.3 Amino Acid and Chunky Focusing Intersec-

tions

Figure 3.5: Average Intersection Volume Between Amino Acids and the Chunky Focus-

ing Region

Average chunky focusing region intersection volumes(Å3) for every amino acid at
all three focusing levels

Figure 3.6: The Total Number of Amino Acid Surface Intersections with the Chunky

Focusing Region

Total number of times the surface of each amino acid intersects the chunky
focusing region at all three focusing levels

Figures 3.5 and 3.6 show the results of intersecting the surface of amino acids
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with the chunky focusing region. This data only shows amino acids that have a non-

trivial intersection volume, which was limited to 1 Å3. Within my dataset there are

thousands of amino acids, most of which do not come close to, let alone intersect

this focusing region. Figure 3.5 shows the average volume of intersections for each

amino acid at the different focusing levels, the total volume of intersections divided

by the number of intersections. Figure 3.6 shows the number of times that amino

acids intersect the different focusing regions. Figure 3.6 lends perspective to the

averages in 3.5, showing how often the intersections occur.

Arginine and lysine have the largest averages of intersection volume, and they

also exhibit many intersections. The other amino acids with large average volumes

of intersection, i.e. glutamic acid, tryptophan, and luecine, do not intersect focusing

regions frequently, so while they have a few large intersection volumes they do not

display this behavior as consistently as arginine and lysine. Based on the data they

do not display the behavior often enough to be confident that this is not an anomaly

from a few RNA protein pairs.

In figure 3.5 Cysteine, methionine, and tryptophan intersect the least frequently.

A few of the amino acids have unusually large average volumes of intersection for

focusing level .65, isoleucine, leucine, and methionine, but these averages generally

conform with the rest of the amino acids at smaller focusing thresholds. Further-

more, for ILE, LEU, and MET the number of intersections is generally small.

Another anomaly that deserves attention is glutamic acid; it has a rather high

intersection average across all three focusing levels. This is particularly unusual

considering glutamic acid has a negatively charged side chain. Its number of inter-

sections is not particularly high, so we know the large intersections do not happen

often, but the large average is still unusual.

27



3.4 Secondary Structure Distances from Focusing

Chunks

Figures 3.12, 3.7, 3.13, and 3.8 all show the average number of times(vertical axis)

RNA secondary structures contact focusing chunks of different volumes(horizontal

axis). Since the data is spread across a wide range of volumes, but is the highest

in quantity near the lower volumes, it was better for us to break down the number

of contacts into averages for different bins defined by the volumes of the chunks,

horizontal axes in 3.12, 3.7, 3.13, and 3.8. Figures 3.10 and 3.9 show the total

number of secondary structure contacts across the different bin sizes to give a better

idea of how the data is distributed amongst the different volumes.

Figure 3.11 shows the distribution of secondary structure types as percentages

of the total number of secondary structures in our data. We had a total of 655

individual secondary structure pieces across the 205 RNA molecules in our dataset

with secondary structure.

Figures 3.12 and 3.7 how the same information; as do figures 3.13 and 3.8. While

figures 3.13 and 3.8 are magnified from 3.12 and 3.7, respectively, to show the large

amount of data clustered into volumes of less than 1000 Å3, the very first bins in

3.12 and 3.7. Figures 3.8 and 3.7 are on the same vertical scale, number of contacts,

to give a good perspective on the number of contacts relative to one another across

the different chunk volumes. A vertically zoomed in version of 3.8 can be better

visualized in the appendix in figure 4. Figures 3.12 and 3.13 show the averages from

3.7 and 3.8, respectively, with the vertical scales set to show 100% of the contacts

that are made, regardless of how many. This gives a much better idea visually of the

percent breakdown of RNA secondary structure contacts across all of the volume

ranges since some ranges have much higher numbers of contacts.

This data represents the secondary structure contacts for the 205 RNA struc-

tures that had secondary structure. Not all of the RNA molecules had secondary

structures. In order to be classified as having secondary structure RNA molecules
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were required to have at least two backbone strands in a double helical confor-

mation. This requirement is a consequence of the way that DSSR identifies sec-

ondary structures[9]. This means 150 structures from our set did not contain double

stranded RNA. Therefore this analysis excludes RNA molecules lacking secondary

structures to evaluate the interaction between focusing regions and secondary struc-

ture elements.

Figure 3.7: Average Number of RNA Secondary Structure Contacts Per Volume of Fo-

cusing Chunk for All Sizes

Average number of times each RNA secondary structure contacts focusing chunks,
at level 0.65(kT/e), for all volumes

Similar to our other data, much of the volume is clustered around the bottom.

This case is slightly different from the graphs in section 3.2 and appendix .1 because

here the small pieces of focusing volume are not a result of smaller RNA segments

or small focusing regions overall. Instead since this section only contains double

stranded RNA molecules there were no small, single chained RNA pieces which

generally have very little focusing in the previous two results sections, 3.2 and 3.3.

Instead, in this set of data the focusing chunks are individual, discontinuous volumes

of focusing that surround the RNA molecule. Due to the large size and twisted shape

of some of the RNA pieces there are many small volumes of focusing that represent

only distinctly small regions on the surface of the RNA.
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Figure 3.8: Average Number of RNA Secondary Structure Contacts Per Volume of Fo-

cusing Chunk Less than 1000Å3

Average number of times each RNA secondary structure contacts focusing chunks,
at level 0.65(kT/e), for volumes no greater than 1000Å3

Figure 3.9: Total Number of Secondary Structure Contacts Per Focusing Chunk Volume

Total number of times focusing chunks, at level 0.65(kT/e), of all different volumes
sizes make contact with any RNA secondary structure

We can see from the two graphs of the counts of the volume of chunks, 3.9 and

3.10, how many are in the smaller region to the left of the graph, indeed at all three

levels of focusing the majority of chunks are below 100 Å3. Many of the regions of

focusing around our structures fall within a small range of chunk sizes. But with
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Figure 3.10: Number of Secondary Structure Contacts Per Focusing Chunk Volume Less

than 1000Å3

Total number of times focusing chunks, at level 0.65(kT/e), of different volumes no
greater than 1000Å3 make contact with any RNA secondary structure

Figure 3.11: Total Number of RNA Secondary Structure Pieces

Percentages of all RNA secondary structures in our dataset

only 205 molecules in this dataset and about a quarter or more of them having very

large focusing chunks, of volume greater than around 4000Å3, it is more likely that

many of these molecules all contain several small focusing chunks. In fact at 0.65,

the level of the charts above, around 400 chunks have a volume of less than 100 Å3,

3.10 . This suggests that on average every one of these RNA structures has around

two small focusing regions within contact of its surface. Overall the variability of

focusing chunk volumes around RNA and its secondary structures is fairly evident

considering the size of this set, 205 structures, and the huge number of different
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Figure 3.12: Vertically Normalized Average of RNA Secondary Structure Contacts Per

Volume of Focusing Chunk

Evenly distributed average of times each RNA secondary structure contacts
focusing chunks, at level 0.65(kT/e), for all volumes

Figure 3.13: Vertically Normalized Average of RNA Secondary Structure Contacts Per

Volume of Focusing Chunk Less than 1000Å3

Evenly distributed average of times each RNA secondary structure contacts
focusing chunks, at level 0.65(kT/e), for volumes no greater than 1000Å3

focusing chunk volumes.

The graphs of the distribution of secondary structure contacts, figures 3.7 and

3.8, make it clear that there is a fairly consistent pattern of secondary structure
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distribution around chunks of all sizes. It is not a surprising result that the stems

are omnipresent, since the double stranded nature of stems is essential for predicting

secondary structure. What is quite interesting is that consistently a quarter of the

time when focusing occurs it makes contact with a hairpin. Hairpins are common

and important structures in RNA; they are small segments that keep chains of

RNA continuous by looping around and connecting the back bone of two adjacent

strands[9]. They serve as a sort of cap on the end of the stems and are frequent in

double stranded RNA structures, see figure 2.6.

From the pie chart, figure 3.11, we can also see that amongst the RNA molecules

in our dataset that have secondary structure, over half of the RNA is comprised of

stems. This makes sense, since stems are the ladder shaped backbone pieces that

bare resemblance to the DNA double helix and this is often the shape that RNA

conforms to in some capacity[9]. Additionally hairpins comprise a quarter of the

secondary structures, which is also about the same percentage with which we see

them contact the focusing regions.

The last thing to note is the small representation of the remaining three types

of the secondary structures. There is not much consistency between bulges, iloops,

or junctions, they are infrequently in structures in our dataset. They are similarly

absent in contacting the focusing regions, again the two are not the same but they

do not seem to play a major role in our data. Beyond their small presence they are

inconsistent, if they appeared at some common level, like the regularity of stems and

hairpins, we could at least be confident of their infrequent appearance. However they

seem to come and go, at both the very high levels, tens of thousands, and the more

moderate levels, in the hundreds and low thousands. They are absent occasionally,

sometimes together, sometimes separately, meaning that they are not required for

focusing. This makes saying much about them difficult, but perhaps it is sufficient

to say that they are clearly not necessary for focusing to occur in RNA.

The graphs of these results for focusing level 1.25(kT/e) is shown in the app-

pendix .3 broken down into graphs in the same way, but without the normalized

graphs, since the graphs in the appendix have the secondary structure contacts dis-

tributed in roughly the same fahsion. The results from level 2.50(kT/e) are not
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shown as they have very similar data and do not contribute any new information.
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Chapter 4

Discussion

Through our work here we are attempting to show the contribution of focusing to-

wards the electrostatic aspect of affinity between RNA and protein. Knowing the

importance of focusing in protein DNA binding[10] we hope to suggest that focus-

ing plays a similar role in the interaction between RNA and proteins. We applied

novel software that allows us to volumetrically quantify focusing and how it effects

both protein and RNA. This volumetric approach is different from previous meth-

ods which are typically based on sequence information that relies on documented

focusing phenomena. This sequence based analysis prohibits the ability to define fo-

cusing for much of the varied RNA molecules that often do not conform to a general

structure in the same way DNA does.

In our survey we quantified focusing in several ways and compared it to elec-

trostatic complementarity to demonstrate its effect on the electrostatic aspect of

affinity. We used our method for finding focusing to show how it interacts amongst

the amino acids in proteins that bind RNA. We also found where focusing frequently

occurs in RNA using relevant new methods for labeling the staggeringly complex set

of conformations RNA can adopt[9]. Our survey used a novel volumetric approach,

with a wide breadth of coverage across the diverse set of RNA structures to target

a comprehensive range of factors that both rely on and are affected by focusing. As

far as we are aware no volumetric survey like ours of RNA focusing and electrostatic

interactions with respect to protein interfaces has been attempted.
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The results from our analysis of intersecting potential regions helped to sup-

port our hypothesis that focusing and electrostatic complementarity are connected.

Across all of our graphs in section 3.2 and appendix section .1 we saw a linear trend

of focusing increasing with complementarity. While we did not see large levels of

focusing strictly in places of high complementarity we did not see low levels of focus-

ing in areas with high levels of complementarity. This suggests that regions with a

large focusing effect often lead to higher degrees of electrostatic attraction. To avoid

speculation that this positive trend was the result of much larger RNA molecules

producing uniformly larger focusing and potential regions, we normalized the sizes

of focusing calculations proportionally with the size of the RNA. Even with this

normalization we still saw a positive trend of focusing rising with complementarity.

A moderate portion of our data in section 3.2 and appendix section .1 was

clustered towards the bottom left corner of the graph where both complementarity

and focusing were low. We included in our survey RNA pieces that were highly varied

in size and shape, some of these included small RNA strands with no secondary

structure and little focusing affect. Undoubtedly these tiny RNA components of

our data comprised much of the clusters in the bottom corner which reinforces

our results and approach. As we had hoped these structures had both very little

complementarity and focusing across all three metrics of evaluation, figures 3.4, 3.3,

3.2 and appendix section .1.

In our analysis of amino acid intersections with the chunky focusing region of

RNA in section 3.3 we showed that arginine and lysine not only have the most

frequent contact with the focusing region around RNA, figure 3.6, but that they

have the most consistently large volumes of intersection, figure 3.5. This suggests

that across all the RNA protein binding pairs that we studied, arginine and lysine

have the strongest connection with the focusing region.

This finding is consistent with what we know about the charges of both RNA and

these amino acids. RNA is strongly negatively charged and lysine and arginine have

the strongest positive charge of all amino acids. This result gives support to our

theory that focusing enhances interactions with proteins since the electrostatically

enhanced areas of focusing around the negatively charged RNA are most frequently
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interacting with the strongest oppositely charged amino acids of protein.

In our final experiment, section 3.4, we identified common regions in RNA based

on secondary structure[9] where focusing occurs the most often. The stems that

make up a majority of the secondary structure of RNAs are the primary location

for focusing. Interestingly we also showed that focusing consistently occurs around

hairpins. While focusing is not exhibited near as many hairpins as stems the consis-

tency with which it occurs is similar. Furthermore we found that the other secondary

structures in RNA, iloops, junctions, and bulges, are not reliably contributing to

the focusing affect around RNA no matter the size of the focusing region. Con-

sidering how consistently we saw focusing around both the stems and hairpins of

RNA the other secondary structures were too varied in their presence across all

sizes of focusing to contribute any sort of reliability towards the affect. Our results

certainly do not to say that they cannot contribute to focusing, but rather they are

not necessary; this is an interesting finding in itself.

Considering the important role of RNA in molecular biology, studying and un-

derstanding this molecule and all of the ways it interacts with proteins is crucial.

With a more extensive knowledge of RNA we can continue to open up the doors to

drugs and therapies focused around this crucial biochemical machine. The more we

know about RNA structure the more we can reveal about diseases and conditions

that are the consequence of faulty molecular structures or functions. Diagnostic

medicine, predictive drug design, and healthcare in general can all benefit from a

wider knowledge base on RNA and its intricacies, including many of the results we

have shown here in this work.

The ideal next steps of this experiment would be to test the validity of the com-

putational implications in a rigorous chemical approach. Because our methods are

completely computational it is only an approximation of reality. The accuracy of

what we have shown is limited by the quality and consistency of the structures we

are using from the PDB. Furthermore static molecules and the calculations that

we performed on them to simulate reality are only the best computational approx-

imation we have of the attributes of those real-life molecules. In living biological

systems there is constant motion and variation; molecules do not always have the
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same sequence or tertiary structure we have presented here; and there are numerous

ions, molecules and other chemicals competing for interaction.

Without thorough empirical biochemical evaluation we are left only with the

accurate speculation that our computational methodology can provide. A physical

approach to show how focusing influences real binding would be a fascinating study,

and one that would undoubtedly reveal more about what we have shown in this

survey. Hopefully we have provided enough evidence to warrant further investigation

into the role of electrostatic focusing on RNA and protein interactions. Such an

investigation could elucidate crucial mechanisms in the complex process that is

RNA-protein binding. Focusing and its role in the interfacing between RNA and

protein is clearly worth further analysis, without more attempts like ours to uncover

previously unstudied binding mechanisms we have only what we know and might be

blind to the possibilities of an even more interesting story about how these crucial

biological molecules interact.
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Appendix

.1 Additional Results from Section 3.2

Graphs similar to the results in section 3.2, but figures 1, 2, and 3 show the data at

potential level 5.00(kT/e).

Figure 1: Complementarity at 5.00 VS Limited Focusing at 5.00

Complementarity volumes(Å3) at 5.00(kT/e) versus limited focusing volumes(Å3)
at 5.00(kT/e)

41



Figure 2: Complementarity at 5.00 VS Normalized Focusing at 5.00

Complementarity volumes(Å3) at 5.00(kT/e) versus normalized focusing
volumes(Å3) at 5.00(kT/e)

Figure 3: Complementarity at 5.00 VS Chunky Focusing

Complementarity volumes(Å3) at 5.00(kT/e) versus chunky focusing volumes(Å3)

.2 Additional Graph from Section 3.4

The same graph as figure 3.8, but with the vertical axis expanded to better show

the data. The height on figure 3.8 was bigger to match the same size as the bigger
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picture in figure 3.7.

Figure 4: Average Number of RNA Secondary Structure Contacts Per Volume of Focus-

ing Chunk Less than 1000 Å3

Expanded view of 3.8 which shows average number of times each RNA secondary
structure contacts focusing chunks, at level 0.65(kT/e), for volumes no greater

than 1000 Å3

.3 Additional Results from Section 3.4

Graphs showing secondary structure intersections with chunky focusing regions re-

sults similar to section 3.4 from our calculations in section 2.11 The horizontal scale

and bin sizes are different than in section 3.4 because this is at a different focusing

level, different values were needed to better show the results and to better display

secondary structure percentages in appropriate bin widths. These graphs are ar-

ranged differently by displaying the counts, 6 and 8, under the averages, 5 and

7 respectively, to show more precisely how the data is spread across the different

focusing volume bins.
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Figure 5: Average Number of RNA Secondary Structure Contacts Per Volume of Focus-

ing Chunk for All Sizes

Average number of times each RNA secondary structure contacts focusing chunks,
at level 1.25(kT/e), for all volumes

Figure 6: Total Number of Secondary Structure Contacts Per Focusing Chunk Volume

Total number of times focusing chunks, at level 1.25(kT/e), of different volumes of
all sizes make contact with any RNA secondary structure
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Figure 7: Average Number of RNA Secondary Structure Contacts Per Volume of Focus-

ing Chunk Less than 1400Å3

Average number of times each RNA secondary structure contacts focusing chunks,
at level 1.25(kT/e), for volumes no greater than 1000Å3

Figure 8: Number of Secondary Structure Contacts Per Focusing Chunk Volume Less

than 1400 Å3

Total number of times focusing chunks, at level 1.25 (kT/e), of different volumes
no greater than 1400 Å3 make contact with any RNA secondary structure
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