
Lehigh University
Lehigh Preserve

Theses and Dissertations

1999

Sequence detection in non-gaussian noise with
hintersymbol interference using the EM algorithm
Yue Chen
Lehigh University

Follow this and additional works at: http://preserve.lehigh.edu/etd

This Thesis is brought to you for free and open access by Lehigh Preserve. It has been accepted for inclusion in Theses and Dissertations by an
authorized administrator of Lehigh Preserve. For more information, please contact preserve@lehigh.edu.

Recommended Citation
Chen, Yue, "Sequence detection in non-gaussian noise with hintersymbol interference using the EM algorithm" (1999). Theses and
Dissertations. Paper 613.

http://preserve.lehigh.edu?utm_source=preserve.lehigh.edu%2Fetd%2F613&utm_medium=PDF&utm_campaign=PDFCoverPages
http://preserve.lehigh.edu/etd?utm_source=preserve.lehigh.edu%2Fetd%2F613&utm_medium=PDF&utm_campaign=PDFCoverPages
http://preserve.lehigh.edu/etd?utm_source=preserve.lehigh.edu%2Fetd%2F613&utm_medium=PDF&utm_campaign=PDFCoverPages
http://preserve.lehigh.edu/etd/613?utm_source=preserve.lehigh.edu%2Fetd%2F613&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:preserve@lehigh.edu


Chen, Vue
. ,

c

Se!quence ....
[)ete.ction in Non
Gaussian -Noise
with Intersymbol .
Interference using
the EMAlgo~ithm

.
------~~-~- -

----- - - ----- -----~



SEQUENCE DETECTION IN

NON-GAUSSIAN NOISE WITH

INTERSYMBOL INTERFERENCE. -

USING THE EM ALGORITHM
(

by

YUE CHEN

Presented to the Graduate and Research Committee

of Lehigh University

in Candidacy for the Degree of

Master of Science

in

Computer Science

Lehigh University

1999





/

~' .

Acknowledgements

~

It is my great pleasure to acknowledge the many people who have helped me in my

M.S. research work. My first deepest thanks go to Professor Rick S. Blum, my thesis

advisor, for his advice and guidance. His insight and deep knowledge, as well as his

determination and spirit of competition have made this research work possible. He

has always been available and helpful to me even during his busiest hours. His

influence on me goes beyond the research projects.

I would also like to thank Profeessor Samuel Gulden, Professor Bruce Fritchman

and Professor Michael Stavola. Their kindness helps are greatly appreciated.

I wish to expres~mygratitude to Mr. Yuming Zhang, Mr. Jun Huand Mr. Qing

Van for their assistance with computer programming and numerical calculations.

. My heartfelt gratitude also goes to my parents for their constant encourage

ment and understanding not only during the time of my M.S. program, but also

throughout my life. (.

My last deepest thanks always go to my wife, Jing Zhou. She is the angel in my
.. I

life. Her love and unfailing support are my sole motivation, and all of my successes

are colored by her radiance.

11l



Contents

Cover Page

Certificate of Approval

Acknowledgements

Contents

List of Tables

List of Figures

Abstract

1 Introduction

2 Intersymbol Interference Model

3 Viterbi Algorithm

4 Symbol-by-Symbol Algorithm.

5 Numerical Results

6 Conclusion

Bibliography

IV

i

ii

iv

vi

..
VB

1

2

4

6

8

9

15

16



Vita

v

1&



List of Tables

5.1 BERPERFORMANCE WITH DIFFERENT D . . . . . . . . . . . . 10

VI

.J,.
-J



"

i.

List of Figures
:r-,

5.1 BER .performance under various SNR (D2) ..

5.2 BER performance for fixed channel .

5.3 . BER performance for fiXed channel with coding

vii

11

12

13



Abstract

Sequence detection is studied for communication channels with intersymbol interfer

ence and non-Gaussian noise using a novel adaptive receiver structure. The receiver

adapts itself to the noise environment using an algorithm which employs a Gaussian

mixture distribution model and the expectation maximization algorithm. Two al

ternate procedures are studied for sequence detection. These are a procedure based

on the Viterbi algorithm and a symbol-by-symbol detection procedure. The Viterbi

algorithm minimizes the probability the sequence is in error and the symbol-by

symbol detector minimizes symbol error rate, which are different.
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Chapter 1

Introduction

The problem of transmitting information in the presence of intersymbol interference

(lSI) and additive Gaussian noise has 'received considerable attention [1, 2, 3]. Non

Gaussian noise cases have received much less attention. Recently reported results

have confirmed that impulsive noise is present in many indoor [4] and outdoor com

munication environments [5] due to a variety of sources. Recent studies [6] indicate

that in some frequency bands, impulsive noise appears to be a much more severe

problem than thermal noise. It would be desirable to develop a receiver which could

adapt itself to the type of noise which is actually present. The approach taken here

is based on modeling the additive noise and interference using a mixture of Gaussian

distributions ,and using the expectation maximization.model to find the parameters

of this distribution. We use this distribution to perform sequence detection using

one of two algorithms typically employed for Gaussian noise cases. The Viterbi Al

gorithm (VA) was first proposed in 1967 [7] as a method for decoding convolutional

codes. Since then it has become extremely popular. In particular, it has been recog

nized as an attractive solution to a variety of digital communication problems. The

symbol-by.,symbol algorithm we study was first proposed by Abend and Fritchman

in [2]. While the Viterbi algorithm is more commonly used, the algorithm in [2] is

optimum if the criterion is to minimize the probability of a symbol error. While

simulations have shown that the two algorithms often provide 'similar performance

"for Gaussian noise cases, the difference in performance b~tween these algorithms is

2



Chapter 1. Introduction

not known for no~-Gaussian noise cases. Our approach is applicable to several·cases

of practical interest including channels which produce intersymbol interferen.ce and

to cases where some popular coding schemes, for' example convolutional.codes, are

employed.

..
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ChC:lpter 2

Intersymbol Interference Model

Consider an m-ary digital communication system where Bk denotes the symbol

transmitted at time t=kT, k=l, 2,... ,N. Bk takes on one of the values bo, b~, ... , bm - l .

Denote the received signal sample, after matched filtering, at the ith antenna by Rk,i'

The additive .noise which corrupts Rk,i is denoted by Wk,i Assume the system con

tains U receiving' antennas and that no more than L8 successive symbols interfere

at the channel output so that

k

Rk,i = L Bjgk-j,i + Wk,i
j=k-Ls+l

(2.1)
. "'"'

for k - 1, ... , N, i= 1, ... , U. In (2.1) the sequence g describes the lSI and is·

obtained from alinear model of the channel and from the pulse shaping employed

in the communications. If the channel between the transmitter and the matched

filter output at the ithantenna is linear and time invariant with imp'ulse response.

hi(t) and the pulse shape isp(t) then

gk,i = "100

p(kT - T)hJr)dT, k = 1, ... , N, i = 1, ... , U.
7=0 "

(2.2) .

The noise samples can be collected in a vector (Wl',l' ... ,WN',u) which has com

ponents that are independent and identically distributed with each component m04

eled as an L-term mixture of Gaussian random variables with probability density

4



Chapter 2. Intersymbol Interference Model

function (pdf)

\

(2.3)

Thus the probability of a received· sample conditioned on all previously transmitted

. symbols and the corresponding observations is P(Rk,iIBl, ... ,Bk,R1,i, . .. ,Rk-1,i) =

k

PtRk,iIBk-L s +1 .. ·Bk) = fw(Rk,i - .2: Bj 9k-j,i)
j=k-Ls+l

(2.4)

where fw is defined in (2.3). The result in (2.4) can be employed·with the techniques

in [8], which provide techniques for efficiently estimating the unknown parameters of

fw from (2.3) using the Expectation Maximization algorithm, to performsequence

detection using the Viterbi and symbol-by-symbol algorithms.

5



Chapter 3

Viterbj Algorithm

The Viterbi algorithm can be viewed as an efficient meth@d for maximum a posterior
~

probability detection of the signal sequence generated from a finite-state discrete-

time Markov process observed in memoryless noise [7, 9]. The ISLmodel we have

outlined can be shown to be a special case of this. For such a process, the state Sk

. at any time k can be given by the"Ls most recently transmitted 'Symbols (or in some

equivalent way)

. (3.1)

where by convention Bk =.0 for k .~ O. From (3.1) there are mLs - 1 possible

states. Also, from (3.1) it is clear that there is a one-to-one correspondence be

tween the sequence of states and the seque!1ce of symbols transmitted. The Viterbi

. algorithm [9] will produce an estimate B(k) of the traJ;l.smitted sequence that max

imizes th~ posterior probability p(R(k)IB(k) = B(k)) or· equivalently minimizes

-lnp(R(k)IB(k) = B(k)) =.

k U

- L L In P(R£,iIB£-L8 +l = B£-Ls+l'" . ,B£ = B£)
£=li=l .

(3.2) .

which can be calculated using (2.4). For exact optimalityusing the Viterbi algorithm

we may need to ,wait until the entire sequence arrives at the receiver to make the
-_.__ _ _. _ _ • _._-~---------'._._-- --_ .._'.-,':--,--,,-::------:--.-,,-,-,- __.__.. -:-_ .. ~.- :--,.------' ----c..:·.-.. ···,.:,,······,·--:-.·--·,···,··.·.- ; --.,---- --'-~-_------c" -- •._----

.decision onaH bi~s sent. In practice [10] a decision is made prior to this in .order

6



Chapter 3. Viterbi Algorithm

to limit delay and memory. Here we choose a time delay interval of D symbols

(time - DT) and after the (k +D)th transmitted symbol is received, a decision is

made on what was transmitted at time t = kT.

, .
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Ghapter 4

Symbol-by-Symbol -Algorithm

The symbol-by-symbol algorithm [2] is another recursive procedure for detecting

symbols in channels with lSI and additive noise. The decision about Bk will be

made on the basis of the received noisy and lSI distorted version of Bk+D and all

of the .prior symbols. Thus there is again a delay of D symbols before a decision

is made. The symbol-by-symbol decision procedure yields minimum symbol error

probability among all procedures which produce Bk based only on RI,I, ... ,Rk+D,U.

Thus it chooses Bk equal to the value of Bk that maximizes the posterior probability

p(BkIRI,I ...Rk+D,U)' Ifp(Bk biIRI,I, ... ,Rk+D,U) > p(Bk = bjIRI,I, ... ,Rk+D,U)

for all j f:. i, the symbol..;by-symbol algorithm will make a decision that Bk = bi.

Since p(Bk"IRI,I' ~ .. ,Rk+D.,u) =p(Bk,RI,I, ... , Rk+D,U) fp(RI,I, ... ,Rk+D,U) "the

symbol-by-symbol decision rule chooses the value of Bk that maximizes the values

of p(Bk,RI,I, ... ,Rk+D,U)' Using the law of total probability, as in [2], the joint

probability of p(Bk, RI,I, ... , Rk+D,U) can be written in a recursive manner allowing

efficient computation [2].

8



.Chapter 5

.Numerical Re.sults

Here we provide Monte Carlo simulation resultsto~compare the bit error rates

(BERs) provided by the Viterbi and symbol-by-symbolmethods. In all cases we

take· D to be the same for both algorithms. In our investigations we considered

many different specific cases. We show only a few representative results here. First,

consider the case of a fixed lSI channel with BPSK signals. The simulation results

of Fig. 1 are based on 10,000,000 runs, where each run corresponds to .the fixed

set of 9k,i coefficients indicated· in Fig. ·1. We choose the noise pdf parameters in.,.
equation (2.3) as L-2, A2 = 0.025 , (IVui = 100, Awi +A2U~. 2. We also choose

La = 3 and D = 2. In Fig. 1, we observe that the Viterbi algorithm provides nearly

identical BER performance as the symbol-by-symbol algorit~m when the SNR is

small. For larger SNR, the symbol-by-symbol algorithm provides slightly better

performance than the Viterbi algorithm. Secondly we see that spatial antenna

diversity cali greatly improve the performance of both algorithms. This is true

even for nonGaussian noise with the proper nonlinear processing. Increasing A2

with Alui + A2U~ = 2 will at least initially tend to increase the impulsiveness of

the noise. This is illustrated in Fig. ~ for a case with SNR of 5dB. As A2 is
. .

increased from 0.025 the advantage of the symbol-by-symbol algorithm over the

Viterbi algorithm increases slightly. The peak difference appears to occur for that A2

. that simultaneously gives the worstperformance for both algorithms. Increasing A2

·---·~heyond-this-value-appeaTs-to-drivethe-two curves-back-to-gether-again-;-For-different

9



Chapter 5. Numerica) Results

valu.es of the 9k,i coefficients and for different SNRs, generally similar results are

obtained.

If the time delay interval D is increased, it is reasona~le that the BER of both

algorith~s will decrease. This is illustrated in Table 1. The noise pdf parameters for

the cases of Table 1 are the same as Fig. 1 except for D and the -average SNR, which is

3dB; From the results of Table 1, we also see the symbol-by-symbol algorithm gives

better performance than the Viterbi algorithm for all D. However, the performance

is very close for all cases in Table 1. As D approaches 00 we· expect the performance

ofthe two algorithms approach one another and this is consistent with the results

Table 1.

Table 5.1: BER PERFORMANCE WITH DIFFERENT.D

Ant U=l U=2
D syril-by~sym Viterbi sym-by-sym Viterbi
2 2.5296e-2 2.5472e-2 2.2176e-3 2.3611e-3
3 1.3668e-2 1.4037e-2 1.0140e-3 l.0327e-3
4 l.0354e-2 l.0406e-2 7.7830e-4 8.0189e-4
5 . 9.2853e-3 9.4231e-3 6.7143e-4 6.9524e~4

6 8.9048e-3 9.1571e-3 6.6872e-4 6.9231e-4

~e studied the BER performances of both algorithms for cases with fading

channels. In order to model the fading channel, we assume the 9k i coefficients are
.' - ' ,

taken as time varying complex Gaussian random variables with zero mean and unit

variance which were constant over several bits (100 bits) s? that the 9k,i coefficients

can be estimated. To simplify matters we assume perfect estimates. Some flat fading

cases where the 9k,i are estimated are considered in [8]. We obtained· the probability

of error performance using Monte Carlo simulations and as one might expect· the

results were quite similar to those in Fig. 1 and Fig. 2.

Finally, we considered the performance of the two algorithms for cases· with

convolutional coding, lSI, and nonGaussian noise. In these cases the observed signal 

sequenc~ can still be generated by a finite-state ~iscrete-time markov process so

Lhe--approach-we-discusse-d-previously-forreceivingsigrrals-in-ISI .anctn6nGaussian

10



Chapter 5. Numerical Results
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Figure 5.1: BERperformance under various SNR (D-2)
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Chapter 5. Numerical Results
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Chapter 5. Numerical Results
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Chapte~ 5. Numerical Results

noise is still applicable [7, 9]. Here we present results for the Hagelbarge~ code

described in Fig. 1 through Fig. 3 of [11]. One simulation result for this code is

presented in -Fig. 3. Here the noise pdf parameters in equation (2.3) are taken as

L=2, (1~/(1~ = 100, Al(1~ + A2(1~ = 2 with A2 varied from 0.0 to 0.2; The lSI model

assumes Ls equals to 3, D equals to 2 and the average SNR=-3dB. Fig. 3 shows~

the performance of the two algorithms is again similar.

14



Chapter 6

Conclusion

A nonlinear adaptive receiver is suggested for cases with lSI, convolutional coding

and nongaussian noise. The receiver uses a mixture of Gaussian pdfs to model the

noise and the Expectation Maximization algorithm to estimate the parameters of

this model. The Viterbi algorithm and the symbol-by-symbol algorithm are tested to

perform the sequence detection. The performance of the two algorithms is typically

quite close, especially for small SNR cases when the noise is not too impulsive.

For large SNR and· highly impulsive noise cases, the symbol-by-symbol algorithm

provides'slightly smaller probability of bit error, when decisions are generated using

a fixed, relatively small delay.
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